Method and algorithm for determining the geographic coordinates of ground objects from an unmanned aerial vehicle
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\textbf{Introduction:} As practice shows, the accuracy of determining the coordinates of objects is influenced by many factors associated with the presence of errors in measuring the angular coordinates of the optical system, the distance to the object and the presence of an inhomogeneous terrain. \textbf{Purpose:} Improving the accuracy of determining the geographic coordinates of ground objects from an unmanned aerial vehicle. \textbf{Results:} A method and an algorithm for determining geographic coordinates based on the use of a digital terrain model and optimization methods have been developed. The accuracy of calculating the coordinates of the object is increased by minimizing the error in measuring the declination angle, azimuth to the target and slant range. To confirm the analytical calculations, a field experiment was carried out with a car on the ground. At a considerable distance, at which the slant range was 900 m, several data freeze frames were taken. As a result of calculations, the geographical coordinates of the car were obtained in two ways (traditional and developed). Ultimately, the accuracy of calculating coordinates using the developed method is 4.8 times higher. \textbf{Practical relevance:} The method and algorithms for information processing proposed in the work will make it possible to create a number of hardware and software solutions for guidance and target designation systems.
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\textbf{Introduction}:

Robotics and unmanned aircraft are currently some of the most promising areas of research. Unmanned aerial vehicles (UAVs) have become widespread in both the civilian and military segments and perform an increasing range of tasks, which include the following: monitoring the environment and ground objects, extinguishing fires, video filming, delivery of goods, organizing sports, competitions, etc. [1, 2]. One of the determining factors in the development of unmanned aviation is the growing role of UAVs in organizing aerial reconnaissance and striking targets in conditions of local conflicts and potential conflicts of a global scale in the future [3, 4].

Analysis of the experience of the combat use of UAV groups in military conflicts of recent years, in particular, in Syria, Libya and Nagorno-Karabakh in the period 2018–2020 revealed some of the shortcomings of optoelectronic systems (OES). One of the disadvantages of such systems, operating on the basis of inertial sensors, is a large error in determining the coordinates of the location of ground objects for issuing target indications for their destruction, due to the error in determining the angles of declination and azimuth. This disadvantage is associated with the presence of instrumental errors of inertial sensors, the accuracy of their installation in the block of sensing elements and the quality of setting the initial coordinates of the strapdown inertial navigation system (SINS). The main types of error manifestation, which are an additive component of measurement errors: change in the position of zero signals; emission of random components; conversion errors of scale factors [5, 6]. The multiplicative component is the scale factor error and manifests itself in the nonlinearity of the transformation of physical measurements into output parameters. In this case, the presence of random noise is always observed in the output signals of the sensors [5]. Thus, a constant increase in the total error is achieved during a prolonged UAV flight, which directly affects the calculation of the horizontal distance to a ground object, especially at large distances (over 5 km) and at large elevation angles. Another drawback that affects the accuracy of determining geographic coordinates is the error in measuring the slant range to a ground object by a laser rangefinder at large distances.
There are a sufficient number of methods and methods for determining the coordinates of ground objects from UAVs, but not all of them meet the safety requirements for their use in the conditions of enemy air defense.

1. With the help of digital image processing and a number of auxiliary systems, including satellite radio navigation and inertial [7]. The disadvantage of this method is the need for shooting in nadir and the impossibility of using it at night.

2. Using an OES with a digital image processing unit installed on a unmanned aerial vehicle [8, 9]. The author of these works uses ideal azimuth and elevation angles as initial data without taking into account the instrumental error in their measurements, which leads to inaccuracies in calculating the geographic coordinates of ground objects, especially at large distances relative to the UAV. Also, the disadvantage of this approach is the impossibility of taking into account the errors in determining the satellite coordinates of the UAV associated with the shift in the coordinates of the satellite or the clock of the receiver and the satellite [10, 11].

3. With the use of active and passive radars, the disadvantages of which are the cumbersome nature of the equipment, high cost, limitations in terms of targets and visibility [12–15].

4. Based on the use of laser radiation in conjunction with SINS and satellite radio navigation system. The disadvantage of this method is the low degree of sampling in the construction of the terrain and, accordingly, the drift of inertial sensors.

Improving the accuracy of determining geographic coordinates can be achieved in the following ways.

1. The use of expensive high-precision SINS, satellite navigation systems with differential modes, entailing the development of new high-grade optoelectronic systems. In turn, the development of new systems intended for installation on UAVs involves taking into account a number of restrictions on the mass of the payload, dimensions, etc.

2. Using additional information about the terrain (digital elevation model) to refine the coordinates issued by the module for calculating geographic coordinates and motion parameters of the captured object.

Formulation of the problem

It is required to determine the geographic coordinates of a moving ground object using an OES installed on a UAV (helicopter or aircraft type). The UAV must be in the air at an altitude and distance from the object, which ensures the correct operation of the OES measuring instruments in accordance with their technical characteristics. The ground object should be located in the line of sight of a day or night camera and not be overlapped by other objects. Meteorological conditions in the OES coverage area contribute to the maximum visibility range of a ground object.

A UAV with an OES must include the following necessary equipment: a gyro-stabilized platform; day camera; infrared night camera (wavelength from 7 to 14 μm); laser rangefinder; GLONASS or GPS receiver; onboard computer.

Requirements for OES: viewing angle: 360 degrees; the presence of digital image stabilization; a gyro-stabilized system based on a gyroscope and an accelerometer of medium accuracy based on microelectromechanical systems (MEMS) with active stabilization to provide a clear image from cameras in motion and during vibrations; the presence of a three-axis magnetic declination sensor; laser radiation wavelength: 0.9 μm; the wavelength of the received electromagnetic radiation by the infrared camera: 7–14 μm; the wavelength of the received electromagnetic radiation by the day camera: 0.5–0.9 μm; an adjusted system of day and night cameras and a laser rangefinder.

Determining the coordinates of moving ground objects from photographs obtained by a day or night camera with a UAV involves the solution of three particular problems:

1) tracking a ground object by video sequence to determine its center of coordinates in the image coordinate system;

2) development of an automatic tracking system based on a gyro-stabilized platform;

3) development of a method for determining geographic coordinates based on a digital elevation model (DEM).

Let’s consider options for solving these problems.

Algorithm for tracking video sequence

Before tracking an object, it must be detected. Such localization of a ground object can be automatic or manual. Machine learning algorithms based on Convolutional Neural Networks (CNN) can be used for automatic localization. The process of automatic localization in this case can be conditionally divided into several parts: selection of the most effective neural network model; creation of a special data structure; preparation of a training sample; training the model. To work with regional convolutional neural networks, you can use the open source TensorFlow machine learning computer library from Google, where the OpenCV library takes over the main work of capturing images from a camera.
and digital processing. To solve the problem of localizing ground objects in the image with simultaneous classification, the following CNN topologies can be used: R-CNN, Fast R-CNN, Faster R-CNN, YOLO, SSD, FPN, and RetinaNet [16]. To increase the number of classified objects, the neural network is retrained on the basis of one of the above models. Variants of learning algorithms are described in [17, 18]. The result of applying the Faster R-CNN model after the training process on a series of aerial photographs of aircraft and helicopters is shown in Fig. 1.

The bottom line is pretty good. However, in addition to expensive and energy-consuming equipment, neural network approaches have the following serious disadvantages regarding the UAV power supply system.

1. Even on modern video cards it is difficult to achieve high performance from networks. For comparison, the YoloV3 classifier network with a relatively simple architecture can produce an image in 50 ms [19].

2. The object of interest may not be included in the nomenclature of the neural network classifier. It must be retrained on new datasets (dataset), which leads to a decrease in efficiency in decision making.

Due to the fact that the result of the operation of the neural network is not always stable, the object of interest, including when it has a complex shape, may be missed in some frames at different shooting angles. This situation can lead to failures in the system of automatic guidance of the optical axis of the OES camera to a ground object to determine its coordinates. For more stable tracking of a ground object, it is necessary to use other algorithms called optical trackers — ASEF (Average of Synthetic Exact Filters) and MOSSE (Minimum Output Sum of Squared Error), and to search and classify objects in the image, a neural network.

These two algorithms have a lot in common. They differ only in the method of filter averaging and in that MOSSE creates better filters than ASEF [19].

The general view of the MOSSE filter is represented by the expression:

$$\hat{W}_i^o = \frac{A_i}{B_i},$$

(1)

where

$$A_i = \eta \sum_{p=1}^{P} \tilde{G}_p \otimes \tilde{F}_p^o + (1-\eta) A_{i-1};$$

$$B_i = \eta \sum_{p=1}^{P} \tilde{F}_p \otimes \tilde{F}_p^o + (1-\eta) B_{i-1}.$$  

Here $A_i$ and $B_i$ are filter components; $\tilde{F}_p \otimes \tilde{F}_p^o$ — the energy spectrum of the rectangle from the $p$-th image; $\tilde{G}_p$ — frequency matrix of the desired ideal response; $\eta$ — learning rate during tracking; $P$ — number of transformations.

Filter (1) is elementwise multiplied by the frequency matrix $\tilde{F}$, obtained from the next frame and preprocessed. Preprocessing includes non-linear transformation of image pixels (logarithm), which will bring too light and too dark areas to the average. View normalization will work best here:

$$I = \text{sign}(I-127) \sqrt{|I-127|}.$$  

(2)

**Fig. 1.** The result of the detection and classification of objects in the photograph
Next, you need to apply the expression:

$$A = \exp \left( \frac{(x-i)^2 + (y-j)^2}{\sigma^2} \right).$$  \hspace{1cm} (3)$$

You can also use a 2D Henning window to smoothly zero out the pixel values at the edges of the image. After receiving $\tilde{W}_i^*$, the response is calculated in the frequency domain:

$$\tilde{G}_{\text{conv}} = \tilde{F} \circ \tilde{W}^*.$$ \hspace{1cm} (4)$$

Then the inverse Fourier transform is applied to it to transform it into the spatial domain and the coordinates of the maximum in the resulting $G_{\text{conv}}$ matrix are found. The coordinates found indicate the new position of the object. The object being tracked may disappear from the frame or be covered by another object. To identify such situations, it is necessary to analyze in more detail the response received from the last frame. To do this, find the maximum $G_{\text{max}}$ of the matrix $G_{\text{conv}}$, then the $11 \times 11$ square is excluded from the center of this matrix, and the mathematical expectation $\mu_G$ and the standard deviation $\sigma_G$ are calculated from the remaining elements. Calculate the Peak to Sidelobe Ratio (PSR) using the formula

$$\text{PSR} = \frac{G_{\text{max}} - \mu_G}{\sigma_G}$$ \hspace{1cm} (5)$$

and, if this value is above a certain threshold, then the object is considered detected. The value of this threshold for stable detection is 20 or more. In Fig. 2 shows the data on the frame refresh rate (frames per second) for various filter sizes, due to the increase in the computational load on the onboard computer processor. The software implementation of the presented optical tracker MOSSE is presented in [20]. Application of this approach allows obtaining initial data that can be interpreted into control signals of an automatic control system (ACS) by a gyro-stabilized UAV platform for aligning the line of sight of the optical system with the direction to the tracked ground object.

**Automatic tracking system based on a gyro-stabilized platform**

The alignment of the line of sight of the OES camera is carried out by changing two angular coordinates — pitch and yaw. On board the UAV, as a rule, there is already a gyro-stabilized platform with a controller. The controller is a computer with many digital inputs and outputs for external control, reading signals from inertial sensors, issuing control signals for brushless motors, current state and operating mode. We will consider the implementation of the control method using the example of the BaseCam SimpleBGC 32-bit controller with an open programming interface for building external control modules. For data exchange, the controller provides control and serial interfaces — UART and I2C, as well as digital outputs, working on receiving a pulse-width modulation (PWM) signal to control the angular coordinates of the platform. To organize platform control in order to align the line of sight with the direction to the captured ground object, it is necessary to send a PWM signal to the corresponding inputs of the RC_PITCH and RC_YAW controller. To generate control signals, a Raspberry Pi-based calculator is required. The general diagram of an automatic object tracking device, which includes a three-axis gyro-stabilized platform with a control controller, a video camera (thermal imager), a laser rangefinder, and a Raspberry Pi platform for image processing and generation of control signals, is shown in Fig. 3.

The signals from the calculator are directly proportional to the deviation of the center of the object from the center of the frame and represent two signals of misalignment in the $x$ and $y$ coordinates. The frame center coordinates are the reference signal. To compensate for mismatch signals, a device and a tracking-type automatic control system have been developed, the functional diagram of which is shown in Fig. 4 and 5.

In Fig. 4 introduced the following designations: $x_i(t)$, $y_i(t)$ — reference signal, respectively, in the coordinates $x$ and $y$; $x_m(t)$, $y_m(t)$ — the current signal, respectively, along the $x$ and $y$ coordinates; CorDev1, CorDev2 — sequential correcting device, respectively, along the coordinates $x$ (diagram Fig. 5, a) and $y$ (diagram Fig. 5, b); CtrlDev — control device for converting a PWM signal into voltage; Amp — amplifying device; ExDev1, ExDev2 — actuators (platform motors); CtrlObj — control object (platform with a video camera or thermal imager);
CompDev is a computing device that issues control signals to the controller of the gyro platform [21].

The purpose of tracking is the most accurate and fast alignment of the line of sight of the camera and the beam of the laser rangefinder with the direction to the object. This is how the correct reading of the initial data is achieved for the implementation of the algorithm for determining the coordinates of ground objects from the UAV using the video stream.

**Method for determining geographic coordinates based on digital elevation model**

The solution to the third particular problem is based on the use of DEMs obtained using the methods of classical digital photogrammetry in conjunction with computer vision algorithms. For this, the advanced Agisoft Metashape software was used. Its advantage is that machine learning technologies are used in the analysis and post-processing, which leads to an increase in the accuracy of the results obtained. With the help of Metashape, during image processing, images are converted into dense point clouds, and a digital elevation model is built only from those points of a dense cloud that are classified as points of the earth’s relief. A terrain model can be created in the form of an irregular triangular network, in the form of a digital elevation model (DEM), and also as a set of contour lines (isohypse) records with the required elevation of the relief section. The terrain model in the form of an irregular triangular network has higher resolu-
tion in areas where the surface is extremely irregular, and lower resolution in areas with a uniform surface. DEM accuracy can reach 16 cm at a scale of 1:500. The DEM interval (grid step) can reach 0.003 arc seconds (0.1 m), depending on the technical characteristics of the camera, shooting altitude, weather conditions, etc. A terrain model in the form of a DEM is presented in the following formats: GeoTIFF, Arc / Info ASCII Grid (ASC), Band interleaved (BIL), XYZ or as tiles in the Sputnik KMZ format. The DEM format is accepted by all modern programming languages, including Python. On the Internet, you can find services that allow you to get DEM in one click (for example, Open Aerial Map. https://map.openaerialmap.org/). Fig. 6 is an illustration of this method.

Geographic coordinates are calculated by solving a multiparameter optimization problem based on an optimization algorithm that minimizes the functional of the residual, which is the square of the difference between the height of the object, calculated by the goniometric-rangefinder method \( h_c \), and the height of the object from the DEM \( h^* \):

\[
\begin{align*}
3(\alpha, \beta, d) : & \min \| h_c(\alpha, d) - h^*(x_0 + L_x, y_0 + L_y) \|_2; \\
& \left\{ 
\begin{array}{l}
L_x = d \cdot \sin(\alpha) \cdot \sin(\beta); \\
L_y = d \cdot \sin(\alpha) \cdot \cos(\beta); \\
h_c = h_0 - d \cdot \cos(\alpha).
\end{array}
\right.
\end{align*}
\]

In expression (6): \( \alpha, \beta \) — current angles of sight and azimuth to the ground object, obtained from the controller of the UAV’s gyro-stabilized platform; \( d \) — slant range to a ground object, measured by a laser rangefinder; \( L \) is the horizontal range to a ground object; \( x_0, y_0, h_0 \) — geographic coordinates of the UAV location (latitude, longitude, altitude) obtained using a GLONASS or GPS receiver.

The accuracy of calculating the coordinates of the object is increased by minimizing the error in measuring the angle \( \alpha \), azimuth to the ground object \( \beta \) and slant range \( d \). In accordance with analytical calculations, the error in determining the coordinates of a ground object by the traditional method is within the red zone. The error in deter-

**Fig. 6.** Illustration of a method for determining the coordinates of ground objects
Fig. 7. Graphs of horizontal range error distribution

Fig. 8. Evaluation of the calculation of geographic coordinates in two ways
mining the coordinates by the developed method lies at the intersection of the red zone with the horizontal surface. The dynamic values of the analytically calculated error in measuring the horizontal range, depending on the angle of sight of the OES and the height of the UAV, are shown in Fig. 7.

To confirm the analytical calculations, an experiment was carried out with a car on the ground. At a considerable distance, at which the slant range was 900 m, several data freeze frames were taken. As a result of calculations, the geographical coordinates of the car were obtained in two ways (traditional — red circles and developed — blue circles, Fig. 8).

Ultimately, the accuracy of calculating coordinates by the developed method was increased by 4.8 times. A general view of the OES installed on a drone-type UAV and its block diagram implementing this method is shown in Fig. 9.

**Conclusion**

Thus, an algorithm and a method for determining the geographic coordinates of ground objects based on the OES installed on board the UAV have been developed. This makes it possible to more efficiently and accurately calculate the coordinates of any ground object visible in the visible and infrared ranges of the electromagnetic spectrum from the UAV in a time mode close to real. The method is based on an innovative approach to using the DEM obtained using the methods of classical digital photogrammetry in conjunction with modern computer vision algorithms. The degree of discreteness of the DEM, which is achieved by the quality of photographs, the resolution of the camera, the height of the survey, and computational costs, will have a direct impact on the estimation of the calculation of the coordinates of a ground object. The results of the experiment show that the accuracy of calculating the coordinates by the developed method can be increased by 4.8 times in comparison with the traditional goniometric-range finder method.
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Способ и алгоритм определения географических координат наземных объектов с беспилотного летательного аппарата
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Введение: как показывает практика, на точность определения координат наземных объектов летательными аппаратами с помощью оптических приборов влияет множество факторов, связанных с погрешностями в измерении угловых координат оптической системы, дальности до объекта и наличием неоднородного рельефа местности.

Цель: разработка алгоритма повышения эффективности и точности определения географических координат наземных объектов с беспилотного летательного аппарата.

Результаты: разработан способ и алгоритм определения географических координат, основанный на применении цифровой модели рельефа местности и методов оптимизации. Точность расчета координат объекта повышается за счет минимизации ошибки измерения углов склонения, азимута на наземный объект и наклонной дальности. Для подтверждения аналитических расчетов проведен натурный эксперимент с автомобилем на местности. На значительном расстоянии, при котором наклонная дальность составила 900 м, произведено несколько стоп-кадров данных. В результате расчетов получены географические координаты объекта, которые отличаются от традиционных способами — 4,8 раза выше. Практическая значимость: предложенный в работе способ и алгоритмы обработки информации позволяют создать ряд аппаратных и программных решений для систем наведения и целеуказания.

Ключевые слова — цифровая обработка изображений, корреляционная фильтрация, ПИД-регулятор, оптимизационный алгоритм, оптико-электронная система.


ПАМЯТКА ДЛЯ АВТОРОВ

Поступающие в редакцию статьи проходят обязательное рецензирование. При наличии положительной рецензии статья рассматривается редакционной коллегией. Принятая в печать статья направляется автору для согласования редакторских правок. После согласования автор представляет в редакцию окончательный вариант текста статьи. Процедуры согласования текста статьи могут осуществляться как непосредственно в редакции, так и по e-mail (ius.spb@gmail.com). При отклонении статьи редакция представляет автору мотивированное заключение и рецензию, при необходимости доработать статью — рецензию.

Редакция журнала напоминает, что ответственность за достоверность и точность рекламных материалов несут рекламодатели.