Time-frequency transforms in analysis of non-stationary quasi-periodic biomedical signal patterns for acoustic anomaly detection
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**Introduction:** New approaches to efficient compression and digital processing of audio signals are relevant today. There is a lot of interest to new pattern recognition methods which can improve the quality of acoustic anomaly detection. **Purpose:** Comparative analysis of methods for time-frequency transformation of audio signal patterns, including non-stationary quasi-periodic biomedical signals in the problem of acoustic anomaly detection. **Results:** The study compared different time-frequency transforms (such as windowed Fourier, Gabor, pseudo Wigner, smoothed pseudo Wigner, Bertrand, pseudo Bertrand, and wavelet transforms) based on systematization of their functional characteristics (such as the existence and limitedness of basis functions, presence of zero moments and biorthogonal form, opportunity of two-dimensional representation and inverse transformation, real time processing, time-frequency transform quality, control of time-frequency definition, time and frequency interference suppression, relative computational complexity, fast algorithm implementation) for the problem of biomedical signal pattern recognition. A comparative table is presented with estimates of information capacity for the considered time-frequency transforms. **Practical relevance:** The proposed approach can solve some acoustic anomaly detection algorithm implementation problems common in non-stationary quasi-periodic processes, in order to study disruptive effects causing a change in the functional state of ergatic system operators.
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**Introduction**

“The Colosseum”, a massive radiofrequency channel emulator run by Defense Advanced Research Projects Agency (DARPA) Spectrum Collaboration Challenge (SC2), is transitioning to the Platform for Advanced Wireless Research (PAWR) after a final spectrum competition, match up at Mobile World Congress Los Angeles on October 23, 2019 [1]. It means that advanced research will grow rapidly on solutions [2], enabling radio networks to autonomously collaborate and dynamically determine spectrum use from moment to moment, using modern time-frequency transformation instruments on feature extraction phase.

Initially, the progress in the field of quantum statistics formed the foundation for time-frequency (TF) analysis of non-stationary quasi-periodic biomedical (NQB) signals [3]. The first classical publications of Gabor and Ville were due to the trends in quantum mechanics, the mathematical apparatus of which has similar features to the TF analysis of NQB signals. In 1946, Gabor developed an original method, closely related to coherent states in quantum mechanics [4]. In the same publication, an important concept of the analytic signal was introduced. Two years later, Ville [5] modified the distribution, first used by Wigner to study quantum statistics.

In the early 1980s researchers paid close attention to the study of orthogonal systems of basises of general form, which led to the emergence of a generalized theory of spectral analysis. In 1982 Morlet in his publication [6] addressing the study of seismic signals introduced the concept of the basis function of wavelet transform (WT). This study is reflected in many works on this subject and is used for research of seismically unstable objects and territo-
ries. In particular, works devoted to assessing the characteristics of volcanoes and creating models and calculations for timely response to changes in their values \cite{7,8}.

An important contribution to the WT theory was made by Daubechies, who in 1988 developed a class of bases for orthogonal wavelets \cite{9} of the same name. The created family of orthogonal wavelets with the compact carrier calculated in the iterative way further was investigated and applied to a solution of different applied tasks. It is now represent an effective mathematical apparatus in NQB signal pattern analysis and recognition \cite{10–12}, as well as for geophysical \cite{13,14}, neurophysiological \cite{15}, acoustics \cite{16–18}, safety and security \cite{19–21}, re-connaissance \cite{22,23}, and bio-radiolocation \cite{24,25} problems solving and are popular in other interdisciplinary fields of science and technology \cite{26–28}.

It should be noted, that each TF transform has its own strengths and weaknesses, and particular transform type should be selected each time, based on the conditions of the applied tasks of NQB signal processing \cite{29}. The analysis of TF transforms should be performed systematically, allowing to take into consideration advantages and disadvantages of their properties, to improve the quality of NQB signal processing \cite{30}.

Thus, the present work is aimed at performing comparative analysis of TF transforms based on systematization of their main characteristics in the problems of processing of NQB signals patterns, using the example of test low-frequency biomedical signal realization (Fig. 1).

The novelty of the study is in providing an informative instrument in a form of a comparative table clearly systemizing functional characteristics of considered TF transformations for justified selection a set of them for sensible identification of non-stationary anomalies, applying digital signal processing techniques on the next stages. The validity of the proposed approach can be further strengthened using expert methods and broadening the classes of analyzed signal classes in the search of concrete particularities in both time and frequency domains. Thus, unification of signal representation and formalization of classification and clusterization tasks lead to founding a novel method for automated pattern recognition for non-stationary quasi-periodic processes on the base of simultaneous application of convolutional neural networks and a set of TF transformations, selected by the maximum of entropy heterogeneity \cite{31}.

**The applicability of time-frequency transformations in practical tasks of sound analysis in a virtual environment**

Time-frequency transformations allow to extract various characteristics of audio signals. Therefore, it can be used to solve the plenty of practical tasks related to monitoring and tracking of audio materials, analysis and decision making \cite{32–34}.

In particular, such an implementation with data mining elements is typical for the design of socio-cyberphysical systems (SCPS) — systems that are characterized by decision making directly by its own elements. As described in \cite{33}, the decision scheme in the SCPS is based on the analysis of the data by the cybernetic component based on the context and the corresponding plurality of valid decisions. The cyberphysical system receives data that is delivered by different kinds of sensors, actuators, tags, tokens and other types of electronic devices. The cybernetic component processes this data and forms the context. The context provides information that allows to take a look at the current state of the system environment. It is the basis for generating the plenty of possible solutions. The decision making process is supported by communication and interaction between system components. Information from cybernetic to cybernetic, from cybernetic to human, from human to cybernetic, from cybernetic and human to central repository, and from central repository to cybernetic and human is shared throughout the decision-making scheme \cite{36}.

One of the most advanced and complex SCPS is the cyber environment formed by the Internet. The main features of this SCPS are \cite{37}:

- the large amount of data distributed in the system;
- heterogeneity of data: different data types, for example, texts, graphic files, audio signals, and the mixed varieties, for example, for example, video streams which integrate a visual stream and an audio stream;
- high speed of data distribution in the system;
- a large number of users (people) in the system;
- the distributed cybernetic component for decision making.
— various forms of a context, which is the basis for generation of possible decisions at identification of a problem;
— delayed and not always obvious reaction of the system operators to events and decisions in the system.

Time-frequency transformations allow to extract and calculate different characteristics of audio signals and their values, in this particular case audio files — elements of a virtual environment. That is why this methods can be used to solve practical problems related to monitoring and tracking of audio materials, their analysis and decision-making.

An example of such a problem situation is the identification of various anomalies, such as frequency deviations, noise effects and other "emissions". Their presence may indicate abnormal sound of the material, including the presence of destructive effect on the listener (operator) and be the reason for change of its condition [38].

In this problem situation it is possible to select three main premises for emergence of an indisposition and unpleasant feelings at the user of virtual environment who periodically or is regularly affected: existence of elastic fluctuations that are unheard a human ear — with a frequency below 16 Hz (infrasound) or is higher than 20,000 Hz (ultrasound), and also existence of vibrations. These sound anomalies (for a human ear) can be shown in acoustic record as it is constant throughout, and in separate timepoints or with some period.

Thus, the application of TF transformation methods may allow to identify and recognize different characteristics and features of audio signals and can be used for monitoring of audio streams in the SCPS operating in virtual environment.

### Comparative analysis of time-frequency transforms

#### Linear time-frequency transforms

**Windowed Fourier transform**

In windowed Fourier transform (WFT), spectral density function $S_{\text{WFourier}}(\omega, \tau)$ for signal $s(t)$ is defined [39] by the formula

$$S_{\text{WFourier}}(\omega, \tau) = \int_{-\infty}^{\infty} s(t) w(t-\tau) \exp(-i\omega t) \, dt.$$ (1)

The idea of traditional Fourier transform, with the disadvantage in the lack of information about the position of the frequency components on the time axis, was improved into the WFT (Fig. 2). It has a constant time resolution and enables identifying the features of long-period components of NQB signals. However, a significant shortcoming of the WFT is the lack of localization of the basis functions. The influence of local features on the form of the function of WFT spectral density is limited in time only by the width of the window. At the same time, the advantage of the WFT include a wide range of various window functions [40].

**Gabor transform**

In Gabor transform (GT), spectral density function $S_{\text{Gabor}}(\omega, \tau)$ for signal $s(t)$ is defined [39] by the formula

$$S_{\text{Gabor}}(\omega, \tau) = \frac{1}{\pi \sigma^2} \int_{-\infty}^{\infty} s(t) \exp \left( -\frac{(t-\tau)^2}{2\sigma^2} \right) \exp(-i\omega t) \, dt.$$ (2)

Gabor transform is a kind of WFT with a Gaussian window (Fig. 3). The main advantage of GT is that it has a good TF localization. There is also reverse GT. At the same time, the lack of self-similarity of the basis should be treated as a shortcoming of GT. Thus, each time for different scales of the period, a different number of periods of the harmonic function falls into the GT window. The analyzed signal is actually decomposed into

![Fig. 2. Result of WFT application (Hamming window) for the test NQB signal realization](image)

![Fig. 3. Result of GT application for the test NQB signal realization](image)
different basis functions, rather than into the same one, as for example, in the case of WT [40].

**Wavelet transform**

In Wavelet transform (WT), spectral density function $S_{\text{Wavelet}}(\omega, \tau)$ for signal $s(t)$ is defined [39] by the formula

$$S_{\text{Wavelet}}(\omega, \tau) = \|h\|_2^2 \sqrt{\frac{2\pi}{\omega}} \int_{-\infty}^{\infty} \left( s(t) \psi\left( \frac{\omega(t - b)}{2\pi k} \right) \right) \mathrm{d}t. \ (3)$$

The main concept of WT is based on analysis of a signal with different resolutions, also called a multiple-scale wavelet analysis (MSWA), generating orthogonal and biorthogonal forms (Fig. 4). In biorthogonal WT, the signal is decomposed applying the method of cross-use of mutually orthogonal basis functions. The main advantages of WT are the good localization of basis functions with respect to time and frequency, and, as a consequence, high TF resolution, which enables a detailed investigation of the local features of NQB signals. A wide choice of basis functions of WT and the possibility of their customized construction enables the selection of the optimal parameters of WT for each particular problem. However, the shortcomings of WT are dependence of the wavelet spectrum of the analyzed signal on the type of the selected mother wavelet and subjectivity of its choice [40].

**Bilinear time-frequency transforms**

**Wigner transform**

In Wigner transform (WGT), spectral density function $S_{\text{Wigner}}(\omega, \tau)$ for signal $s(t)$ is defined [39] by the formula

$$S_{\text{Wigner}}(\omega, \tau) = \frac{1}{2\pi^2} \int_{-\infty}^{\infty} \left( s(t) s^* \left( \tau + \frac{t}{2} \right) \exp(-i\omega t) \right) \mathrm{d}t. \ (4)$$

The main advantage of WGT is its good TF resolution (Fig. 5). There is also reverse WGT. Its short-coming is the presence of interference terms of the spectral density function for multicomponent NQB signals.

However, there are methods that make it possible to substantially mitigate the effects of the influence of these interference terms using averaging procedures. For example, the introduction of an additional time window function in calculating WGT leads to pseudo Wigner transform (PWGT). But excessive narrowing of the window causes the TF representation to blur on the TF plane in most of the cases. The additional weight function helps to mitigate the frequency interference terms, which founds smoothed pseudo Wigner transform (SPWGT) [40].

**Choi — Williams transform**

In Choi — Williams transform (CWT), spectral density function $S_{\text{Choi-W}}(\omega, \tau)$ for signal $s(t)$ is defined [39] by the formula

$$S_{\text{Choi-W}}(\omega, \tau) = \sqrt{\frac{\sigma}{4\pi}} \int_{-\infty}^{\infty} \frac{1}{|\tau|} \exp(-i\omega t) \times \int_{-\infty}^{\infty} \exp \left( -\frac{(u - \tau)^2}{4\sigma^2} \right) s^* \left( \tau + \frac{t}{2} \right) s \left( \tau - \frac{t}{2} \right) \mathrm{d}u \mathrm{d}t. \ (5)$$

Implementation of this bilinear TF transform enables reducing the intensity of the interference
ОБРАБОТКА ИНФОРМАЦИИ И УПРАВЛЕНИЕ

terms (Fig. 6). The main advantage of CWT is the ability to control the level of interference. Thus, in some applications, it is possible to select the optimum values of the parameters, at which the undesirable effects turn out to be quite well suppressed, and TF resolution remains acceptable within the framework of the solving problem. It is worth to note that the cases of successful CWT application includes a number of medical studies, which resulted in achieving a significant reduction in interference in the tasks of TF representation of biomedical signals [40].

**Bertrand transform**

In Bertrand transform (BT), spectral density function $S_{\text{Bertrand}}(\omega, \tau)$ for the signal $s(t)$ is defined [39] by the formula

$$S_{\text{Bertrand}}(\omega, \tau) = \frac{1}{\pi} \int_{-\infty}^{\infty} s^{*}(u + \frac{t}{2}) s(u - \frac{t}{2}) \exp(-i\omega\tau) \, du \, dt.$$  (6)

In addition to the typical shortcoming associated with the existing interference of most bilinear TF transforms, the essential weakness of BT is the impossibility of its implementation in real time (Fig. 7). The pseudo Bertrand transform (PBT) is better in some aspects: asymptotically having the same properties as BT, it enables reducing the influence of interference terms along the frequency axis and allows real-time implementation. For simultaneous interference reduction along the time and frequency axes, the smoothed pseudo Bertrand transform (SPBT) was developed, which has an additional smoothing frequency window function [40].

**Results of the comparison and systematization**

The results of systematization of the main characteristics of discussed TF transforms in analysis of NQB signals patterns are provided in Table. Table shows the transformation designations as follows:

- **WFT** — window Fourier transform;
- **GT** — Gabor transform;
- **WT** — Wavelet transform;
- **WGT** — Wigner transform;
- **PWGT** — pseudo Wigner transform;
- **SPWGT** — smoothed pseudo Wigner transform;
- **CWT** — Choi — Williams transform;
- **BT** — Bertrand transform;
- **PBT** — pseudo Bertrand transform;
- **SPBT** — smoothed pseudo Bertrand transform;

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>WFT</th>
<th>GT</th>
<th>WT</th>
<th>WGT</th>
<th>PWGT</th>
<th>SPWGT</th>
<th>CWT</th>
<th>BT</th>
<th>PBT</th>
<th>SPBT</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>±</td>
<td>±</td>
<td>+</td>
<td>±</td>
<td>±</td>
<td>±</td>
<td>±</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>II</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>III</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>IV</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>V</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>VI</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>VII</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>VIII</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>IX</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>++</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>X</td>
<td>−</td>
<td>−</td>
<td>++</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>XI</td>
<td>++</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>XII</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>±</td>
<td>−</td>
<td>±</td>
<td>±</td>
<td>−</td>
<td>±</td>
<td>−</td>
</tr>
<tr>
<td>XIII</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
</tbody>
</table>
and the characteristics of the transforms are as follows:

- I — presence of basis functions;
- II — finiteness of basis functions;
- III — presence of zero times;
- IV — presence of a biorthogonal form;
- V — presence of a two-dimensional form;
- VI — possibility of reverse transform;
- VII — possibility of real time processing;
- VIII — time-frequency localization;
- IX — resolution control;
- X — time interference suppression;
- XI — frequency interference suppression;
- XII — computational complexity;
- XIII — presence of a fast computational algorithm.

Thus, comparative analysis of the TF transforms in processing of NQB signals reveals that linear TF transforms, such as WFT and GT, do not have sufficiently good time and frequency localization properties at the same time. Generally, good frequency resolution is accompanied by worse time localization, and an increase of the time resolution reduces the frequency resolution.

In turn, bilinear TF transforms have satisfactory characteristics of localization on the TF plane, but their essential drawback is the existence of interference terms. In the modified bilinear WT and BT, the interference is eliminated with smoothing time and frequency windows, but this simultaneously results in a worse time and frequency resolution, accordingly. The latter circumstance explain the overall advantages and prospects of using these TF transforms in practical applications of NQB signal precise structure analysis. The relatively high complexity and lack of fast computational algorithms for the bilinear TF transforms significantly hinder their application in the tasks of real-time NQB signals processing.

### Conclusion

The comparative values of application of the main time-frequency transforms methods for processing of a test non-stationary quasi-periodic biomedical signal showed that basic time-frequency methods can be used in different tasks of identifying audio signals features. Based on the given results it can be concluded, that WT has one of the best properties in the terms of TF localization which makes it especially efficient for informative features extraction for attribute space forming in the tasks of automated recognition of NQB signals patterns. Availability of variety of existing mother wavelets and the possibility of construction of customized basis functions give the opportunity to select the optimal basis of WT on the strength of properties and character peculiarities of analyzed NQB signals. The choice of the method also depends on the practical task being solved. For example, the problem of detecting sound anomalies in audio materials, that are spread in the virtual environment, can be better solved using such methods as WFT, WT, WGT, as they are more accurate in determining low frequency inclusions and (if present) vibrations.
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Введение: создание новых подходов для решения прикладных задач эффективного сжатия аудиосигналов и их цифровой обработки является актуальной научной задачей. Действующий подход позволяет улучшить качество идентификации акустических аномалий.

Цель: проведение сравнительного анализа временно-частотных преобразований паттернов аудиосигналов, включая рассмотрение тестовой реализации национального квазиpériодического биомедицинского сигнала в задаче анализа акустических аномалий. Результаты: проведен сравнительный анализ временно-частотных преобразований (оконный Фурье; Габора; Вигнера; псевдо Вигнера; сглаженный псевдо Вигнера; Чои — Уильямса; Бертрана; псевдо Бертрана; сглаженный псевдо Бертрана; вейвлет-преобразования) на основе систематизации временной и частотной информации.

Примечание: Практическая значимость: повышение эффективности интеллектуального анализа паттернов при разработке специфических алгоритмов цифровой обработки аудиосигналов для автоматизированной идентификации акустических аномалий, свойственных нестационарным квазиpériодическим процессам при исследовании эффектов акустических воздействий на операторов ЭРГИС систем, приводящих к изменению функциональных состояний.
Ключевые слова — системный анализ, нестационарные квазипериодические процессы, распознавание образов, обработка биомедицинских сигналов, эргатические системы, функциональные состояния, эффекты воздействий, время-частотные преобразования, идентификация акустических аномалий, девиация частоты, шум.
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