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Introduction: Deep Learning plays an important role in machine learning and artificial intelligence. It is widely applied in many 
fields with high dimensional data, including natural language processing and image recognition. High dimensional data can lead 
to problems in machine learning, such as overfitting and degradation of accuracy. To address these issues, some methods were 
proposed to reduce dimensions of the data and computational complexity simultaneously. The drawback of these methods is 
that they only work well on data distributed on the  plane. In the case of the data distributed on the  hyper-sphere, such as objects 
moving in space, the processing results are not so good as expected. Purpose: The use of Conformal Geometric Algebra  in order to 
extract features and simultaneously reduce the dimensionality of a dataset for  human activity recognition using Recurrent Neural 
Network. Results: Human activity data in a 3-dimensional coordinate system is pre-processed and normalized by calculating de-
viations from the mean coordinate. Next, the data is transformed to vectors in Conformal Geometric Algebra space and its dimen-
sions are reduced to return the feature vectors. Finally, we use the Recurrent Neural Network model to train feature vectors. Em-
pirical results performed on the Motion Capture dataset with eight actions show that the Conformal Geometric Algebra combined 
with Recurrent Neural Network can give the best test results of 92.5 %. Practical relevance: In human actions, some actions such 
as jump or dance will not move in motion and other actions, such as run, walk, will move in space. Therefore, we need a method 
to standardize actions. In the case of the data distributed on the hyper-sphere, the developed method can help us to extract fea-
tures and simultaneously reduce the dimensionality of a dataset for human activity recognition using Recurrent Neural Network.
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Introduction

Deep Learning (DL) is a new research trend in 
recent years for many applications, such as image 
processing, object detection, and remote control [1–
4]. DL has two main models: Convolutional Neural 
Network (CNN) used to feature extraction in image 
processing [5, 6], and Recurrent Neural Network 
(RNN) used to handle sequence identification (se-
quence/time-series) [7].

The drawback of the Neural Network (NN) model 
is that each input x event is handled independently 
and gives the corresponding output y without the ex-
change of information collected at each input x [8]. 
The RNN contains internal loops that are able to save 
the exchanged information and the saved information 
can be transferred from one step to another of NN. So 
RNN can be used to input data from image and video 
converted into sequences for recognition or prediction 
problems. However, the most challenging problem of 
DL is still the selection process of data preprocessing 
and feature extraction techniques for training models.

Some commonly used machine learning mod-
els, such as Principal Components Analysis (PCA) 
[9, 10], Principal Components Regression (PCR) 
[11], and Multi-class Linear Discriminant Analysis 
(MLDA) [12], were proposed to reduce dimensions 
of the data and computational complexity simulta-
neously for training models. These machine learn-
ing method sonly work well with data distributed 
on a plane, such as face recognition or image clas-
sification [13]. In the case of data distributed on 
hyper-sphere, eg. moving objects in space, it is dif-
ficult to calculate accurately with the above meth-
ods. To address this issue, in this paper, we propose 
to use the Conformal Geometric Algebra (CGA) to 
extract features and reduce the number of data di-
mensions during the training of the RNN models.

In recent years, there have been a number of 
studies that have successfully applied Geometric 
Algebra (GA) for dimensionality reduction in some 
applications, such as color image processing, signal 
processing, and time-Series analysis [14–16]. CGA 
is part of GA, and a vector in CGA space is called a 
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conformal vector. Each of conformal vector is rep-
resented for m2 dimensions of hyper-plane and 
hyper-spheres (see [17–20] for more details).

In this work, we propose to use principal compo-
nents in m2 dimensional CGA space. The feature 
vectors are gotten by eliminating the less relative 
components. We propose to transfer data from re-
al space Rm to conformal vectors as a set of points 
in CGA space 2 1, .mP   The selection of principal 
components determines the eigenvalues and eigen-
vectors. The eigenvectors of A (conformal vector) 
are arranged in descending order. Then, k smallest 
eigenvectors are removed to reduce the data dimen-
sions. It leads to receive the conformal vectors B 
with m – k main components. These conformal vec-
tors B are used to train an RNN model.

Related works

A growing interest in human action recognition 
using the DL model has recently arisen. To build a 
training model, we need to collect data via sensors 
or cameras [21, 22]. Next, it is important to use 
some preprocessing and machine learning methods 
for object feature extraction. Finally, we use the 
RNN model for action recognition.

Some methods are used in feature extraction for 
data dimensionality reduction such as PCA, LDA, 
and PCR. However, these methods are linear and 
it is hard to perform 3D relationships like linear 
motion or rotation. For example, a joint moves and 
rotates around the parent joint. Hence, motion da-
ta will be distributed on a sphere (or hyper-sphere) 
with the center coordinates of the parent joint.

Next, we present some feature extraction methods.

Principal Components Analysis 
Principal Components Analysis algorithm [9, 

10] is usually used to convert dataset from a mul-
ti-dimensional space into a less dimensional space, 
but the method still ensures that the variance of the 
input data on each new dimension is the largest.

Given training set  ,d
i i x x RX  i{1, …, n}, 

where xi is a vector in d-dimensional space, and n 
is the number of vectors in the set X. PCA will per-
form a linear transformation to convert data into a 
new coordinate system. The linear transformation 
is defined by the scalar product of the vector x and 
the unit vector of the weight wRd where ǁw1ǁ. 
The problem is transformed into finding weight 
vectors so that the covariance of the linear trans-
formation wTx is the largest. We need to solve the 
problem:
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Equation (2) is the average of all vectors of the X 
dataset. To solve this optimal problem, this paper 
introduces the Lagrange coefficient   0 for the 
Lagrange function as follows:
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Then, calculate the derivative of L(w, ) with w 
going to zero will get the following formula:
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So the optimization problem solved by decom-
posing Eigen is as follows:

 Cww,  (5)

where
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Equation (5), C is the variance matrix of the X 
data set. Finally, PCA uses a decrease in the number 
of dimensions of the data using the first k eigenvec-
tors. These vectors are one that corresponds to the 
value of the maximum eigenvalues. This means that 
the original data set is approximated by data with 
less dimensionality and overview than the original 
data. The feature f(x) can be extracted from vector 
x using the first k eigenvector as follows:

 fPCA(x)((x – μ)Tw1, …, (x – μ)Twk)T,  (7)

where wi is the ith eigenvector, 1  i  k.
The extraction feature method using PCA uses 

a linear transformation for the input data. Hence, 
it is only possible to represent accurately the data 
distributed on the plane. However, the feature ex-
traction results are not good with data distributed 
on the sphere. Furthermore, PCA mainly uses 3D 
coordinates during data collection, but it does not 
go in-depth into an analysis of 3D relationships of 
objects.

Conformal Geometric Algebra
Given training set X{xi|xiRd}, i{1, …, n} 

represented in real d-dimensional space. A C GA 
space is extended from the real Euclidean vector 
space Rd by adding 2 orthonormal basis vector. 
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Thus, a CGA space is defined by d2 basi s vectors 
{e1, …, em, e, e–}, where e, e– and  ei, i{1, …, d} 
are defined as following: 

2 1;    e e e
2 1;     e e e

 e·e–e·eie–·ei0, ∀i{1, …, d}.  (8)

Thus, a CGA can be expressed by d1,1. This 
paper then defines the converted basis vectors e0 and 
e as

 
 0

1
2

,  e e e  e(e–e).  (9)

From Eq. (8) and (9), it is easy to see that:

e0·e0e·e0; 

e0·ee·e0–1;

 e0·eie·ei0, ∀i{1, …, d}.  (10)

This training set is re-represented by the set of 
points 1 1,dP   in CGA space [23, 15] as follows:

 

2
0 1 1

1
2 , .i i i d    P x x e e 

 
 (11)

Hence, a sphere in CGA space is represented as a 
conformal vector

 Ssses0e0.  (12)

The estimating process is performed by using 
the least squares d2(Pi, S). The error function is de-
fined as follows:
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This means that when minimizing the error E 
function, s can be limited by ǁsǁ21. In this case, 
the optimization problem becomes as follows:
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Following [14], the optimal problem is solved by 
the Eigen decomposition as follows:

 Ajsjjsj,  (15)

where A is the variance matrix of the ith training 
set in CGA space:
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The function f(xi) is defined as follows:

 f(xi)x – f – ǁxǁ2f0Rm,  (17)

where
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An eigenvector sj is an conformal eigenvector of 

a subset Xj defined in hyper-plane or hyper-sphere 
Sjsjsjes0je0 and eigenvalues j are variance; 
s and s0 are the scalar coefficient of the basis vectors  
e and e0.

Recurrent Neural Network
Recurrent Ne ural Network models [7] are mostly 

used in the fields of natural language processing, 
speech recognition, and action recognition. The 
learned model always has the same input size, be-
cause the input of each state is the output of the pre-
vious state. It allows to use same transition function 
with same parameters at every step. These proper-
ties make it possible to learn the model executing on 
all steps and all sequence lengths. Hence, RNN is 
able to generalize the sequence lengths not being in 
the training set. Therefore, the learned model will 
be estimated with much fewer data.

In this study, we will introduce RNN with data 
as human action videos (Fig. 1). These actions will 
go through PCA and CGA to create the feature vec-
tor x of size n. The calculation will take many to one 
form of the RNN model, with multiple input and 
output predicting actions in the data set.

Each input v alue xt is of size n, after passing 
RNN, there will be an output value y of size c (num-
ber of clustering), for each circle called a state, the 
input of each state is xt and st–1 (which is the output 
of the previous state). Now output st is calculated in 
the following formula:

 sttanh(UxtWst–1),  (20)

where si of size m; U and W is hyperparameter [24]: 
U of size (m  n) is a coefficient matrix between xt–1 
and xt; W of size (mn) is a coefficient matrix c on-
necting st and st–1. In Fig. 1, a V of size (cm) is a co-
efficient matrix converting xt to y.

Because there is only one output value, y can be de-
termined through the activation function is softmax:
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ysoftmax(Vsn).  (21)

From (21) from the input sequence x, we also de-
termine the output value quite simply.

Deep Learning has two big models that are 
CNN and RNN. CNN is a processing model in the 
problem of image input, and very common applica-
tions in computer vision are classification, object 
detection, and segmentation. However, in human 
action recognition, the input data of the models is 
different actions and the model needs to predict 
the appropriate output action (predict time series). 
Therefore, in this paper, we choose the many to one 
model in RNN to apply.

The proposed method

The proposed method is to analyze data of mov-
ing objects and human actions with markers with 

coordinates in 3D space. Specifically, the proposed 
use of the CMU (Carnegie Mellon University) [25] 
motion capture dataset consists of 08 different ac-
tions, each action consisting of multiple files and 
each file consisting of corresponding frames. In 
each frame there are 41 markers (41 joints), each 
marker is each coordinates are represented in 3D 
space.

In this paper, we propose a technique to normal-
ize data by moving the coordinate axes of all joints 
back to their original coordinates, then using PCA 
and CGA to extract features. Finally, use these 
feature vectors to create input values for the RNN 
(Fig. 2).

Transformation method of coordinates
In human actions, some actions such as jump

or dance will not move in motion and other actions 
such as run, walk will move in space. Therefore, 
we need a method to standardize actions to be 
similar. In this study, we propose to transform 
all markers to new coordinates by calculating de-
viations from the mean coordinate to extract fea-
tures.

Give a data set:

  {i|iRt(i)m3}, i{1, …, n},  (22)

where  
  3
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R  is the coordinates of the ith

marker of the jth frame of the ith action.

Then, we convert action i to the set of vectors 
as follows:

 X{xij|xijRm3}, j{1, …, t(i)},  (23)

where xij is a vector corresponding to features the 
jth frame, and the ith action:

 xij[ɡT(jj1), …, ɡT(jjk), …, ɡT(jjm)]T,  (24)

where ɡ(jjk) is a transformation of coordinates of 
the kth marker of the jth frame of the ith action.

In this paper, we can use the function

ɡT(jjk)jjk  (25)

or transformation method of coordinates
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 Fig. 1. Illustrate the many to one problem of the RNN 
model: a — short RNN model; b — RNN model for appli-
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 Fig. 2. The overview of proposed RNN model
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  ˆ ,jjk jjk ij    ɡ   (26)

where 1
1ˆ .m

ij jjkkm   
So, we have the new set of vector for the training 

set of PCA and CGA_PCA.

Model combining PCA with RNN
Recurrent Neural Network can combine well with 

other models to predict in time series (predict time 
series). However, RNN uses many parameters on 
each state, which can lead to over-fitting. By combin-
ing PCA with RNN, PCA is capable reduce feature 
dimensions so that network nodes can be reduced but 
retain the original properties (original information).

The PCA algorithm uses orthogonal transfor-
mations to convert the data set from a multi-dimen-
sional space to a new space with less dimension. 
This transformation is based on finding the axis of 
the new space so that the method of data projected 
on that axis is greatest. From Eq. (22) and (23), we 
have Xnew as follows:

X{xij|xijRm3}; j{1, …, t(i)}, i{1, …, n}. (27)

Now, we need to solve the problem:
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Equation (28), to the optimal problem, this pa-
per introduces the Lagrange coefficient   0 for 
the Lagrange function as follows:
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Then, calculate the derivative of L(w, ) with w 
going to zero will get the following formula:
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Then, the eigenvalues can be obtained via the 
following function:

 Cww,  (32)

where
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C x x     (33)

Equation (32), C is the variance matrix of the 
X data set. Finally, PCA uses a decrease in the 
number of dimensions of the data using the first 
k eigenvectors. The feature fPCA(x) can be extract-
ed from vector x using the first k eigenvector as 
follows:

 fPCA(x)((x – )Tw1, …, (x – )Twk)T,  (34)

where wi is the ith eigenvector, 1  i  k.
Now, we use the transform fPCA(x) to apply 

the learning model by converting the data set T
{fPCA(xij), yi|xiRm3, yi{1, …, c}}, i{1, …, n}, 
where fPCA(xij) and yi are label and feature vector 
after applying PCA.

Then, we use the data set T to initialize the input 
data for the RNN model. From Eq. (20), the formula 
is rewritten as follows:

 sitanh(UxijWsi–1).  (35)

Because there is only one output value, yi can be 
determined through the activation function is soft-
max and Eq. (21) is rewritten
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From Eq. (36) we get the clustering result of 
each action. Because PCA uses linear methods and 
assumes that the data is distributed on the plane, 
in cases where the data is distributed in the hy-
per-sphere, the PCA will not give a high result. The 
study further suggests using CGA to combine with 
the RNN.

Model combining CGA with RNN
This proposal will proceed to build the RNN 

model on CGA space. From Eq. (22) and (23) data is 
converted into points in CGA space as follows:

 

2
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The process of estimating using least squares 
d2(Pi, S). The error function E as follows:
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This means that when minimizing the error E 
function, s can be limited by ǁsǁ21:

  2
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 x s x   (39)

Therefore, we might be tempted to express the 
previous problem using a non-negative Lagrange 
multiplier  as the minimization of
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The optimal result can be solved using Eigen 
problem

 Ass,  (41)

where A is the variance matrix of the ith training 
set in CGA space:
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The function fCGA(xi) is defined as follows:

 fCGA(xi)xij – f – ǁxijǁ2f0  Rm,  (43)

where
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Similar to the PCA model, RNN uses input data 
is fCGA(xi) after using the CGA to extraction fea-
ture. From Eq. (20), (21) and (43) can be rewritten as
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y softmax   (46)

This model is implemented on CGA space, 
i. e. data in real space is transferred to CGA space. 
With the characteristics of CGA, it is possible to 
represent objects in space and geometric relation-
ships very well. So movements with complex distri-
butions like human joints use CGA very reasonably.

Experimental

Experimental data
The database of motions of CMU, USA [25] is 

free for all uses. Motions are captured in a work-
ing volume of approximately 3 8 m. In this model, 
humans wear a black jumpsuit having 41 markers 
taped on (Fig. 3). The Vicon cameras see the mark-
ers in infrared. The images picked up from the var-
ious cameras are triangulated to get 3D data.

 Table 1. Database experiment

Action
Number frame

Training Testing Total

Dance 3.305 1.577 4.882

Jump 1.198 846 2.044

Kick 1.605 1.163 2.768

Placing Tee 1.487 1.096 2.583

Putt 1.534 974 2.508

Run 452 322 774

Swing 1.324 977 2.301

Walk 1.074 928 2.002

Total 11.979 7.883 19.862
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 Fig. 3. Illustration model of markers on the body
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This study uses 8 kinds of human action. They 
are dancing, jumping, kicking, placing tea, putt, 
running, swing, walking. This paper uses the ware-
ho use file format .c3d and data include total frame 
is 19.869 frames, divide the number of frames 
of each action into 2 parts (train — 60 % and the 
test — 40 %). Details are presented in Table 1.

Figure 3 shows the labels of markers, which have 
3D coordinates (x, y, z).

Predict with RNN
 This experiment is conducted with the original 

data set on the RNN model with the non-transfor-
mation using Eq. (25) and with the proposed trans-
formation using Eq. (26). The parameters of the 
RNN network are the number of neural  200, ep-
ochs  20, and classes  8 (8 kinds of human action), 
batch_size  5, and activation function is Tanh. 

The results from Table 2 show that when the 
coordinates are moved closer to the original coor-
dinates, the result is 84.45 %. This result is much 
higher than when keeping the coordinates is about 
70.97 %. However, to improve as well as increase 
efficiency when using the RNN. In this study, we 
propose to use many methods of dimensional reduc-
tion before putting into the RNN to predict.

Predict with PCA_RNN
In this experiment, we will conduct coordinate 

transformation before using PCA to extract fea-
tures. Results Fig. 4 shows that as the number of di-
mensions increases, the result gradually increases.

When the number of dimensions is 13, the Train 
result is 93.12 % and the Test is 78.2 %, the result 
will not increase and can be considered to have con-
verged at the number of dimensions equal to 14. 

Next, research should continue to experiment with 
the use of CGA to extract features.

Predict with CGA_RNN
In this experiment, we will conduct preprocess-

ing before using CGA to extract features. Fig. 5 
shows that the result when using CGA will converge 
most when receiving the full attributes of the ob-
ject. At the same time, the results clearly show that 
if you remove some key attributes, the result will 
decrease.

The highest train result was 98.1 % with a di-
mension is 2 and the highest test was 92.52 % with 
a dimension is 5.

Evaluation of results
The experiment was conducted with 5 times of 

implementation on the proposed method with the 
number of neural200, epochs20, the results 
achieved in Table 3. The results of using CGA_
RNN are much higher than PCA_RNN, this is also 
true. when using CGA to represent moving objects 
in space.

In the previous study [26], we used PCA and 
CGA to extraction feature and predict on data set 
[25]. The best result is 88.86 %. However, when we 
use PCR to classify and predict the results, we en-
counter some limitations such as calculation speed 
and complexity. So we propose a method of combin-
ing CGA with RNN.

Currently, some studies are using ML models 
[27–29] and DL in human action recognition [5, 30, 
31]. However, these studies only focus on developing 
RNN and Long Short Term Memory (LSTM) mod-
els to predict but do not care about the character-
istics of the object and extraction feature methods 

  Table 2. Comparison results of two data sets using 
RNN, %

Part non-Transformation Transformation

Train 72.57 87.11

Test 70.97 84.45
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  Fig. 4. Results of combining PCA and RNN

  Table 3. Compares the results of the two proposed 
methods, %

Part PCA_RNN CGA_RNN

Train 85.24 95.59

Test 72.83 88.50
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of the data (object). In the study [32], the authors 
used Android phones to collect actionable data and 
then used the LSTM-RNN model to train and the 
research results were quite high at 96 %. Although 
the number of markers (joints) is only 3, this study 
has the number of markers is 41.

The results of Figs. 4 and 5, the maximum re-
sults are achieved by the PCA method with the 
number of dimension 13, and by the CGA method 
with the number of dimension 2.

Figure 6 shows that as the number of epochs 
increases, the recognition accuracy will increase. 

When epoch increases, the recognition results can 
also increase, and when epoch reaches a certain val-
ue, the results cannot increase (a straight line or 
descending). 

Figure 7 shows the output loss in each step of 
RNN. The loss rate decreases, the recognition re-
sults increases. This figure also shows that the loss 
rate of the CGA method is lower than that of PCA 
during each epoch.

Conclusion

In this paper, we proposed a normalization 
method for input data by calculating deviations 
from the mean coordinate, before using PCA and 
CGA to reduce the number of dimensions and cre-
ate input data for the RNN network. Experimental 
results show that the proposed method CGA_RNN 
has 88.50 % higher results than 72.83 % of PCA_
RNN. Theoretically, RNN can learn distant states. 
However, in reality, RNN only brings the previous 
states to the later stages.

However, the RNN model only carries a certain 
number of states after that, it would be vanishing 
gradients, and this model can only be learned from 
near states (short term memory). Therefore, it is 
necessary to apply the proposed model with LSTM 
to improve the research results. Researching CGA 
to apply to DL is a direction, creating a basis for 
analyzing large data of moving objects in space 
and other applications such as image processing, 
action recognition, and automatic control in the 
future. 
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Постановка проблемы: глубокое обучение играет важную роль в машинном обучении и искусственном интеллекте. Оно нахо-
дит широкое применение во многих областях, где приходится оперировать большими массивами данных, например в обработке 
естественных языков или распознавании изображений. Высокая размерность данных ведет к таким проблемам машинного об-
учения, как   чрезмерное обучение или падение точности. Для их преодоления предлагаются методы одновременного снижения 
размерности данных и вычислительной сложности. Недостаток этих методов состоит в их ориентированности на данные, распре-
деленные по плоскости. В случае данных, распределенных по гиперсфере,  таких как передвигающийся в пространстве объект, 
результаты обработки показывают качество ниже ожидаемого. Цель: применение конформной геометрической алгебры для одно-
временного снижения размерности массива данных, необходимых для выделения признаков и распознавания действий челове-
ка с использованием рекуррентной нейронной сети. Результаты: данные о действиях человека в трехмерной системе координат 
подвергаются предобработке и нормализации путем вычисления отклонений от средних координат. Далее данные преобразуются 
в векторы в пространстве конформной геометрической алгебры, а их размерность снижается для извлечения векторов признаков. 
Наконец, применяется модель рекуррентной нейронной сети для обучения векторов признаков. Опытные результаты, получен-
ные на массиве данных захвата движений для восьми действий, показали, что комбинация конформной геометрической алгебры 
с рекуррентной нейронной сетью обеспечивает наилучший результат в 92,5 % случаев. Практическая значимость: некоторые 
действия человека, например прыжок или танец, не сопряжены с перемещением в пространстве, в отличие от таких, как бег или 
ходьба. Поэтому необходим способ стандартизации действий. В случае данных, распределенных по гиперсфере, разработанный 
метод позволяет выделять признаки с одновременным снижением размерности массива данных для распознавания действий че-
ловека посредством рекуррентной нейронной сети.

Ключевые слова — распознавание действий, анализ принципиальных компонент, конформная геометрическая алгебра, глу-
бокое обучение.
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