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Introduction: Currently, the issues of Internet of Things technology are being actively studied. The operation of a large number
of various self-powered sensors is within the framework of a massive machine-type communication scenario, using random
access methods. Topical issues in this type of communication are how to reduce the transmission signal power and to increase
the device lifetime by reducing the consumed energy per bit. Purpose: Formulation and analysis of the problems of minimizing the
transmission power and consumed energy per bit in systems with or without retransmissions in order to obtain the achievability
bounds. Results: A model of the system is described, within which four problems are formulated and described, concerning the
signal power minimization and energy consumption for given parameters (the number of information bits, the spectral efficiency
of the system, and the Packet Delivery Ratio). The numerical results of solving these optimization problems are presented. They
make it possible to obtain the achievability bounds for the considered characteristics in systems with or without losses. The
lower bounds obtained by the Shannon formula are also presented, assuming that the message length is not limited. The obtained
results showed that solving the minimization problem with respect to one of the parameters (signal power or consumed energy
per bit) does not minimize the second parameter. This difference is most significant for information messages of a small length,
which is common in loT scenarios.Practical relevance: The results obtained allow you to assess the potential for minimizing
the transmission signal power and consumed energy per bit in random multiple access systems with massive machine-type
communication scenarios. Discussion: The presented problems were solved without taking into account the average delay of
message transmission; the introduction of such a limitation should increase the transmitted signal power and consumed energy
per bit.
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problem.

For citation: Burkov A. A. Signal power and energy-per-bit optimization problems in mMTC systems. Informatsionno-upravliaiushchie

sistemy [Information and Control Systems], 2021, no. 5, pp. 51-58. d0i:10.31799/1684-8853-2021-5-51-58

Introduction

In the framework of the currently unfolding
5G communication standard, as well as the devel-
opment of the next generation 6G, scenarios of the
Internet of Things (IoT) are considered [1, 2]. Soon,
the number of IoT devices will be on the order of one
million per square kilometer, and each of the devic-
es will periodically transmit a small amount of data
[3—5]. Due to the large volume of devices, it is not
possible to use scheduling methods to access the
channel share. Therefore, within the framework
of IoT systems, the use of random access methods
is assumed [6—9]. With regard to the requirements
put forward with the systems (transmission rate,
delay, etc.), the following types of IoT are distin-
guished: massive IoT, critical IoT, broadband IoT
and industrial IoT [10]. Massive IoT operates in a
massive machine-type communications (mMTC)
scenario and describes data acquisition systems
with a large number of low-power end devices
(such as sensors) that periodically transmit a small
amount of data. Examples of the mass Internet of
Things are temperature, pressure, light sensors,
and meters in smart home technology. The amount
of data transferred is small, but the number of IoT

devices is very large [11]. The main requirements
for this scenario are a large number of devices, sta-
bility, low power consumption, delivery of messages
with given reliability, as well as a limitation on av-
erage delay [12].

The work considers the following scenario. There
are a large number of stand-alone user devices and
one base station. The level of attenuation in the
channel between the base station and all user devic-
esis the same. User devices can transmit data to the
base station and receive service messages from the
base station. All user devices, at random moments
in time, have a small piece of data of the same in-
formation length, which the device must transmit
to the base station. The total input arrival rate of
messages in the system is set. There are two options
for this scenario.

In the first variant, the system does not provide
for the presence of a feedback communication chan-
nel. In this case, the user device transmits the mes-
sage once and deletes it, regardless of the success of
the transmission. An important characteristic is the
Packet Delivery Ratio (PDR), which can be set in ac-
cordance with the requirements of the scenario.

In the second variant, the system has a feedback
channel, and the user device, according to some al-
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gorithm, repeats the transmission until it receives
confirmation from the base station that data has
been received from this user device.

In what follows, the first variant of the scenar-
io will be called transmission without retransmis-
sions, and the second variant — transmission with
retransmissions.

In view of some of the design features of trans-
mission networks, it may be necessary to limit the
signal power of data transmission from the user
device. This, for example, can be caused by the con-
ditions of the controlling organizations. In this sce-
nario, reducing the transmit signal power is equiva-
lent to decreasing the signal-to-noise ratio to achieve
the desired system performance. As noted earlier, in
IoT systems, most devices can be powered from an
autonomous power source. Therefore, the question
arises about increasing the operating time of the de-
vice without additional maintenance (replacing the
battery or charging). In the described scenario, the
increase in the operating time of the user device is
reduced to the task of reducing the consumption en-
ergy per bit during data transmission.

Accordingly, for both scenarios, two minimiza-
tion problems (task) can be considered.

First task. Minimizing signal-to-noise ratio
(SNR). In fact, thisis the minimization of the trans-
mission signal power for the given parameters: the
length of the transmitted message in bits, the in-
tensity of the input arrival rate, packet delivery ra-
tio, and the noise power.

Second task. Minimizing consumption energy per

bit ﬂ. In fact, this is the minimization of energy con-
0

sumption for the transmission of a message with fixed

parameters: the length of the transmitted message in

bits, the intensity of the input arrival rate, packet de-

livery ratio, and the noise power spectral density.

It should be noted that when solving the second
task within the framework of the feedback system,
it is necessary to take into account the number of re-
transmissions of the message sent by the user device.

As a rule, in works devoted to random mul-
tiple access in systems with mMTC, varieties of
algorithms such as ALOHA and its modifications
are considered [13-15]. Within the framework of
this work, minimization problems are formulat-

E

ed for SNR and N_b for systems with and without
0

retransmissions, where the optimal ALOHA algo-

rithm will be analyzed as an access algorithm.

System model

A random multiple access system is considered.
Additive White Gaussian Noise (AWGN) is pres-

ent in the channel. For this system, we introduce a
number of assumptions.

Assumption 1. The system has one base station and
many user devices. The system has an input message
arrival rate per unit of time (slot), which is a Poisson
distribution with the parameter A [message / slot].
Each message contains % bits of information. Using
the modulation and coding scheme A, on the basis of
k bits, a signal is generated that contains n samples.

Assumption 2. There is a potentially infinite
number of user devices (user devices and messages
are equal). A user device with a message ready to
send is called active.

Assumption 3. The user devices and the base sta-
tion have synchronization, both by samples and by
slots. The slot is the time it takes to transmit one
message and lasts n samples.

Assumption 4. We consider a time-discrete com-
munication channel with additive white Gaussian
noise (Gaussian Multiple Access Channel), defined

K,
as Y = ZXi +Z, where Y is the channel output sig-
i=1
nal; K, is the number of user devices transmitting a
signal per channel in the slot with number ¢ (which
is a random variable); X is the signal of the i-th us-
er device; Z is additive white Gaussian noise, and
Z~N (0,1). The signals transmitted by the user de-
vices contain n samples and the maximum energy
limitation of each signal X; = nSNR[16, 17].

The described system model is characterized

by a set of parameters: A [messages/slot], & [bits],

E
n [samples], SNR [times] or N_b [energy/bit].

Additionally, we introduce into consideration the
value defined as:

AR

n

11>

P

This value characterizes the average number of
bits transmitted per sample. In what follows, it will
be called spectral efficiency.

In the next section, taking into account the de-
scribed model, the analysis of the system, both with
guaranteed message delivery and with losses, will
be considered. The tasks of minimizing signal pow-

E
er (SNR) and consumption energy per bit (N—b] will
0
be formulated and described.

System analysis

First, consider a system operating in without ac-
knowledged mode, with each user device who has a
message transmits it at the beginning of the next
slot. The number of information bits % to be trans-
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mitted to user devices, the PDR P, and spectral ef-
ficiency p are indicated.

Add the following assumption to the general
model:

Assumption 5. The user device transmits a mes-
sage at the beginning of the next slot, immediately
after the message appears, and leaves the system
without waiting for confirmation.

The main parameter for this system is the PDR
value. There are two ways to determine the PDR (by
analogy with the definition of the delay in [18]):

Actual PDR value. All messages in the system
are numbered, and the algorithm works for some
time. Then the total number of transmitted messag-
es is divided by the total number of messages that
were transmitted during the given period of time:

Ndeliv (t)
N(t)

2

Pdeliv,a = lim
t—0

where t is the operating time of the system; N,; ()
is the number of messages delivered during time ¢;
N(¢) is the number of messages sent during time ¢.

Virtual PDR value. A target user device is added
to the system at a random moment in time and the
probability with which his message will be success-
fully transmitted is determined:

F, deliv,p =
. the packet of the target user added
=lim Pr . .
t—o0 at time ¢ was successfully deliver

It was shown in [18] that adding a target user
device to the system with a Poisson input stream
does not violate the input stream itself and its
characteristics. Also in the case of a Poisson input
stream, both PDR definitions give the same mean-
ing (Pdeliv,a = Pdeliv,v)'

In this work, to analyze and solve the described
minimization problem, the second definition will be
used to find the PDR value, and we will denote it
as P,.

With this in mind, let’s analyze the PDR in gen-
eral. Let the number of samples n, the number of bits
transmitted by the user device k, the modulation and
coding scheme A, and the SNR value is given. In a
random slot, we add a target user device with a mes-
sage ready for transmission. Then the probability
that the message of the target user device will be de-
livered successfully, in accordance with the second
definition of PDR, is calculated as follows:

0 user devices
Pd =Pr . X
appeared in the system

message decoded
x Pr
successfully

Using the formula for the probability of occur-
rence of i messages with a Poisson input stream
with a parameter A, we can write:

i user devices (A)i _A
Pr . = e .
appeared in the system i!

Let there be some function P, (4, n, k, SNR) that
allows you to determine the probability of decoding
error for given parameters A, SNR, n and &, then:

message decoded
Pr =1-P, (A, n, k, SNR).
successfully

Then, taking into account the fact that A :M,
we get the expression: k

n
P =¢ k(1-P,(A, n, k, SNR)). )

Polyansky’s formula [16]

n%logz (1+SNR)+ %10;;2 n-k

Pe(n, B, SNR)=Q

J SNR SNR+2
n logge

2 (SNR+1)?

allows determining the probability of decoding
error for given parameters SNR, n and k. Then we
define the probability of successful decoding as
1 -p,(A, n, k, SNR). Substitute in formula (1) and get:

Py=e k(1= p,(k, n, SNR)). @)

Then the first minimization task can be formu-
lated:

given: k, p, Py

minimize: SNR in n

subject to: . 3)
n

Py=e "k (1=p,(k, n, SNR))

The solution to this task will be the minimum
SNR value at which the required PDR is achieved
for a given number of transmitted bits £ and spec-
tral efficiency p.

Consider the formulation of a similar task but
from the point of view of minimizing the expended

E
energy per bit. It is known that SNR and N_b are
0
related through the following expression:

Eb _ nSNR

Ny 2k ©
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With this in mind, expression (2) can be written

as
- ok E
Pd:e k[l_pe(ka n, — bjj- (5)

Then the second minimization task (consump-
tion energy per bit, for a given number of transmit-
ted bits and spectral efficiency) can be formulated
as follows:

given: k, p, P
R Ey .
minimize: — in n
0
subject to: . (6)

n
—p— 2k E
P,=e k|1-p, |k, n, ———0
d [ pe( n NOJJ

Consider the second system, in which the user
device transmits his message according to some al-
gorithm until it is successfully delivered. The num-
ber of information bits £ and the spectral efficiency
p are given.

It is necessary to change the model of the system
by adding an assumption to it:

Assumption 5°. By the beginning of each slot, all
user devices and base station know how many user
devices have a message ready for transmission M.
Each user device transmits his message with proba-

bility p= Mi’ where G is the algorithm parameter

a
(0 < G< 1), until it is successfully delivered.
The critical input arrival rate can be limited by
the following inequality:
G} X

Then, taking into account the spectral efficiency
[bit/sample] and by analogy with the system without
retransmissions, the expression can be written as

probability of transmission
A<LPr .
by one user device

(7

message decoded
x Pr
successfully

_ko G
p—nGe (1- p(k, n, SNR)). ®)

It is worth noting that for the algorithm with
retransmissions, taking into account SNR, one can
find the value of G that maximizes the spectral ef-
ficiency. To do this, you need to solve the following
optimization problem:

GO

ot = mé\xGe_G. 9

It is well known that the solution to this optimi-
zation problem is G=1[19].

Then the third minimization task can be formu-
lated:

given: k, p
minimize: SNR in n
subject to: . (10)

N :Se_l (1-p (%, n, SNR))

Consider the same system, but from the point of
view of minimizing consumption energy per bit. In
contrast to solving the problem in terms of signal
power, it is necessary to take into account the av-
erage number of messages S sent by a user device.
From work [20] it follows that the average number
of transmissions is determined by the expression:

 kG(A-Tp)
pn

S (11)

where S is the average number of messages sent
by the user device; k is the number of information
symbols; m, is the stationary probability that there
are no active user devices in the system; p is the
spectral efficiency; n is the number of samples.
Considering that the value p specified in the
solution of the task is critical, then the value ny, — 0.
Then, taking into account the number of transmis-

E
sions, the SNR values and N—b are related by the
following expression: 0
ﬂ:SnSNRZZEb P
Ny 2k Ny G

) (12)

In accordance with expression (12) and task (10),
we can formulate the fourth minimization task (for

By,
No
given: k, p
E
minimize: —2 in n, G
0
subject to: (13)

k. - Ey, p
=—Ge 1- k, n, 2——
-t 1p i n 222 )

All considered minimization tasks are presented
in Table 1.

The solutions to these tasks allow us to deter-
mine the achievability bounds of signal power and
consumption energy per bit in random multiple ac-
cess systems.

If we consider the solution of the presented tasks
for £ — «, n — o and the speed R = k/n, taking into ac-
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B Table 1. Formulation of minimization tasks

System Minimizing signal power (SNR) Minimization of energy per bit costs [%}
0
Task 2
Task 1 given: &, p, P;
given: k, p, B, ... Ey .
C . . minimize: —- in n
Without minimize: SNR in n Ny
retransmissions subject to: subject to:
- o 2k E
Fy=e k(l—Pe(k, n, SNR)) Py=e k{l—pe[k, n, bn
n NO
Task 4
Task 3 given: &, p
given: k, p .. By G
inimize: SNR in 1 minimize: —> in n,
With retransmissions minimize: 0
subject to: subject to:
kE 1 k E
p=—e (1~ p,(k, n, SNR)) =2GeC|1-p,| by n, 222
n [ N Pe No G

B Table 2. Lower bounds for solving minimization tasks

Minimization of
Minimizing signal energy per bit costs
System
power (SNR) E,
( Ny J
Task 1 Task 2
2p 20
Without “In(P -
retransmis- | SNR>2 (Fa) -1 E, %
sions Ny - 2p
In(F,)
Task 3 Task 4
2 2
With efﬁ G;G
retransmis- SNR>2¢ -1 2 -1|G
sions ﬂ .
No 2p

count the Shannon theorem for discrete channels, then
we can obtain the lower bounds presented in Table 2.

In the next section, the numerical results of
solving these tasks will be presented and qualita-
tive analysis of the results will be carried out.

Numerical results

Figure 1, a, b show the results of solving minimi-
zation tasks for a system without retransmissions
(tasks 1 and 2), for a given PDR P, = 0.9 at spectral
efficiency p=0.1 and p=0.12. The values marked

“converted” mean that the minimization task was
solved by one of the parameters and was recalcu-
lated for the second parameter in accordance with
formula (4). It should be noted that in the case of an
increase in the required PDR, the obtained values
of the achievability bounds increase. It also follows
from the graphs that the solution of the problem of
minimization in terms of signal power does not give
a solution minimization in terms of consumption
energy per bit and vice versa. As k grows, these dif-
ferences decrease. The lower bounds are obtained in
accordance with the expressions from Table 2. As
can be seen from the figure, with an increase in the
number of information bits, the achievability bound
tends to the lower bound. As k& — o, the results will
be the same. However, the IoT has short message
lengths. The tasks posed earlier can be changed by
minimizing one of the parameters with a constraint
on the other, but such solutions will lie above the ob-
tained bounds.

Figure 2, a, b show the results of solving the
minimization problems for all tasks, for a given
number of information bits % equal to 50. The PDR
for the system without repetitions is 0.65 and was
chosen for the convenience of the scale on the graph.
The values marked “converted” also mean that the
minimization task was solved by one of the param-
eters and was recalculated for the second parame-
ter in accordance with formulas (4) — for tasks 1
and 2, (12) — for tasks 3 and 4. As noted earlier,
solving the task for the system with retransmis-
sions by SNR, the optimal system parameter G is

E
equal to 1. However, when solving this task by N—b,
0
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0

the values of this parameter turn out to be below 1
and tend to this value with increasing spectral ef-
ficiency. By optimizing this parameter, there is a
gain in consumption energy per bit in systems with
retransmissions. If this parameter is equal to 1 in
both tasks, they give similar results.

Conclusion
The paper describes a model of a system with

a potentially unlimited number of user devices in
a Gaussian Multiple Access Channel. Within the

framework of this model, systems without retrans-
missions and with retransmissions are considered.
Four tasks of minimizing signal power and con-
sumption energy per bit for given system param-
eters were formulated and described: the number
of information bits, the spectral efficiency of the
system, and the packet delivery ratio. For the prob-
lems formulated, the lower bounds obtained by the
Shannon formula are presented under the assump-
tion that the message length is not limited. With an
increase in the number of information bits, the re-
sults of solving tasks and the corresponding achiev-
ability bounds will tend to lower bounds. Numerical
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solutions for the assigned tasks are presented. The
results obtained showed that solving the minimiza-
tion problem with respect to one of the parameters
(signal power or consumption energy per bit) does
not minimize the second parameter. This differ-
ence is most significant for small information mes-
sage lengths, which corresponds to IoT scenarios.
Difference a decibel at typical value of information
bits £ =50 bits and spectral efficiency p=0.1 ac-
cording to SNR: for tasks 1 and 2 with a PDR = 0.9
is 0.13 dB; for tasks 3 and 4 is 3.07 dB. Results for
% in similar conditions: for tasks 1 and 2 with a
0
PDR =0.9 is 0.12 dB; for tasks 3 and 4 is 2.4 dB.
However, in IoT scenarios, the number of informa-
tion bits is assumed to be small. For a system with
retransmissions, with minimization of energy per
bit, the optimal transmission parameter G is less

than 1 and tends to it with an increase in the re-
quired spectral efficiency. When minimizing signal
power in such a system, this parameter is always 1.

The results obtained allow us to assess the po-
tential for minimizing transmission signal power
and consumption energy per bit in random multiple
access systems in the framework of IoT scenarios.
Sometimes, in practice, the transmitter signal pow-
er can be limited and it is required to minimize the
energy consumption, therefore, one of the parame-
ters can be minimized with a restriction on the oth-
er, then the boundaries obtained in the work will be
a lower estimate for solving such problems.
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3agauyu ONTUMHU3AIMHU MOIHOCTY CUTHAJIA M 9HePruu Ha out B cucremax mMTC

A. A. Bypxos?, accucrent, orcid.org/0000-0002-0920-585X, a.burkov@k36.org
aCaukT-IleTepOyprekuii rocyfapCcTBEeHHbBIN YHUBEPCUTET ad9POKOCMUYECKOro mpubopoctpoenus, B. Mopckas yi., 67,
Caukr-IleTepbypr, 190000, P

BBemenne: B HacTOsIllee BpeMsi aKTUBHO U3YUalOTCs BOIIPOCHI paboThl TexHosoruu MHTepHeTa Beleii. Pa6ora 6oJbIioro uucaa pas-
JINYHBIX JATYNKOB C ABTOHOMHBIM NMHUTAHMEM HAXONUTCA B PaAMKax clieHapusa massive machine-type communications ¢ npumenenuem
METO/IOB CJIyYalHOro HoCTyna. AKTyaJbHBIMU BOIIPOCAMHU B JAHHOM THIIE CBSA3U ABJAIOTCA YMEHbIIIEHNE MOIIHOCTY IIepefadyu U YBeJIun-
YeHUe MPOJOJIKUTEIHbHOCTHA PAabOTHI YCTPOCTBA 3a CUET CHUKEHU 3aTpar sHeprun Ha ourt. Ileas: GopMyupoBaHue 1 aHAINS 3a0ad MU-
HUMUJ3AIUU MOIIIHOCTHU IIepeJjayy U 3aTpaunBaeMoi 9HEPTruu Ha OUT B cucTeMax 0e3 MOBTOPHBIX Iepeiau U ¢ MOBTOPHBIMH IIepefadamMu
IS TIOJIYYEHUs TPAHUIL JOCTHIKUMOCTU. Pe3yIbraTsl: onrcana MOJeJb CUCTEMBI, B pAMKaX KOTOPOH c(hOPMYJIMPOBAHBI M PACCMOTPEHBI
yeThIpe 3alaUu MUHUMUS3AIMK MOIITHOCTH U 3aTPaT 9HEPrUU MPU 3aJaHHBIX ImapamMerpax (4uciao nHGOPMAIMOHHBIX OUT, CIeKTpaJbHasd
9 GEeKTUBHOCTD CUCTEMBI M TpebyeMasi JOCTOBEPHOCTh AocTaBKu). IIpescTaBeHbl YMCJIEeHHbBIE PE3YJIbTATHI PEIeHUs JaHHBIX OITUMU-
3aI[MOHHBIX 3a/]a4, ITO3BOJIAIOIINE MOJYUUTh IPAHUIILI JOCTUKUMOCTH IJIA YKA3aHHBIX XapPaKTEePUCTUK B CHUCTEMAaxX C IOTepsAMU U 6es3
noTepb. TaksKe opeie/IeHbl HUKHIE IPAHUIIBI JJISA TaHHBIX XapaKTePUCTUK, MOJyUeHHbIe 110 opmye IIleHHOHA B IPEANIOJIOKEHUN, YTO
IJIMHA COOOIIeHUs He orpaHudyeHa. Pe3yabTaThl MOKa3aau, UTO PEIIeHNe 3aJauyl MUHUMUIAIUY 110 OAHOMY U3 ITapaMeTpPOB (MOII[HOCTh
CHUTHAaJIa UJIY YHEPTUsA MOoTPebyieHnus Ha OUT) He MUHUMU3UPYET BTOPOU ITapaMeTp. JTa pasHuIla HauboJiee cylecTBeHHA N nHMopMa-
IUOHHBIX COOOIIEeHU HeOOAbIIION JINHBI, UTO COOTBETCTBYeT clleHapusM MHTrepHera Bereii. IIpakTuyeckas 3HAUMMOCTD: II0JIyUeHHBIE
Pe3yJIbTAThI MO3BOJIAIOT OIEHUTH IMOTEHIINAIbHBIE BOBMOYKHOCTH [JIA MUHUMMU3AIIUU MOIIHOCTH IepeJadu U 3aTpaT dHEPTruu Ha OUT B
CHCTEMaX CJIIy4aliHOTO MHOYKECTBEHHOI'0 JOCTYIa CO CclleHapuaMHu massive machine-type communications. O6cyskaenue: npeacraBieH-
HbIE 3a[aU¥ PeIlaInuch 0e3 yuera cpeJHel 3aep:KKH [epejaun Coo0IIe s, BBeJeHIe TAKOT0 OIPAHNYEHUS JOJIMKHO TOBBICUTE MOIITHOCTH
epesiaBaeMoTO CUTHAJIA U 3aTPAThI 9HEPTUY Ha OUT.

KaroueBsie cioBa — ciydyailHBIA MHOKECTBEHHBIN JOCTYII, cieKTpaabHasd 3(DHEeKTUBHOCTh, OTHOIIIEHNE CUTHAJ/IIIYM, SHEPTUusa Ha
6ut, mMTC, aTepHeT Belreil, 3ajaua MUHIMUBAIUU.
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