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Introduction: Modern ways to develop intelligent problem solvers have shortcomings in the efficiency of their application
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Introduction

The development of autonomous intelligent
mobile systems (AIMS) of various purposes, ca-
pable of solving complex problems in real a priori
undescribed problem environments (PE) is crucial
for the modern AI research. It requires a model of
knowledge representation and processing which
would help an AIMS to plan purposeful activity in
uncertain environments, usually on the base of an
airborne intelligent problem solver with limited re-
sources. This model should provide the AIMS with
the following features:

— Adaptation to the current operational con-
ditions. Various situations possible in a PE are
transformable according to certain rules which are
usually defined in general terms, without regard to
particular knowledge domains, but should be par-
ticularized. The objects in the PE should then be
transformed into their specified state.

— Purposeful activity should be planned both
in the space of subtasks and in the space of states,
according to the form in which the specified ac-
tivity purpose is represented, with the complexity

acceptable for the airborne computer. This endows
the AIMS with fairly powerful functional abili-
ties, making it capable of solving complex practical
problems in all kinds of PE.

As for the first AIMS feature mentioned above,
it should be noted that the modern models of knowl-
edge representation and processing cannot provide
its effective implementation because of the follow-
ing main reasons.

1. There are certain limitations due to the use
of network intelligence or neural networks in order
to build computing units for intelligent problem
solvers [1-3] which, after self-training or training,
process visual data using various fish-swarm [4—6]
or genetic algorithms [7-9]. This approach can ef-
ficiently organize only reflexive behaviour of an
AIMS by modelling visual-action thinking of living
systems [10]. In its turn, it allows the AIMS to solve
a number of practical problems in uncertain envi-
ronments [11], but does not provide ways to effec-
tively plan its behavior when implementing complex
tasks which demand time-consuming transforma-
tions of various situations in the AIMS by purpose-
ful movement and manipulation of objects inside
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the environment. Hence, in order to solve complex
problems, the AIMS, in addition to its visual-action
thinking, should be capable of visual-image and
conceptual thinking. In other words, it should have
inference tools based on the knowledge representa-
tion model and information from the PE [10].

2. In the field of algorithmic intelligence or ap-
plying the known models of knowledge representa-
tion and processing developed within the logical
framework [12—14] and network models [13, 15], the
main limitations are as follows. In the first place, an
AIMS cannot afford the high inference complexity
based on logical models of knowledge representa-
tion which requires a high-performance computer,
often a bulky one. As for the known network models
of knowledge representation (for example, seman-
tic networks), they allow you to build a sufficient-
ly expressive model of a given knowledge domain.
However, the lack of effective inference procedures
for semantic networks which could be the base for
automated planning of AIMS behavior, and close
association of these procedures with a particular
knowledge domain considerably restrict the ways of
using these models in intelligent problem solvers of
AIMS which can purposefully function in PE.

In the second place, if, for example, the inference
has a linear complexity, as stated by the authors
who follow the MIVAR approach [16], its support
will require a detailed PE model in a given knowl-
edge domain. On the one hand, building such a mod-
el for a real PE without involving any bulky struc-
tures seems to be practically impossible [17]. On the
other hand, the need of such a model does not allow
us to use the logical approach for organizing pur-
poseful AIMS behavior in uncertain environments.
However, as follows from the above, the ability of
an AIMS to perform complex tasks in uncertain PE
is exactly what we want.

In order to endow an AIMS with the second fea-
ture mentioned above, associated with building a
model of knowledge representation and processing
without regard to particular knowledge domains,
organizing inference in uncertain environments
with a complexity affordable for an airborne com-
puter, we can use frame-like scenarios of solving
typical behavior subproblems [18] based on fuzzy
semantic networks [19]. These scenarios allow the
AIMS to build complex programs of purposeful ac-
tivity in the space of state, with polynomial com-
plexity of inference.

However, this approach is not optimal for prob-
lems associated with the need to plan polyphase
behavior when at each stage of its implementation
you have new operational conditions in the PE.
Generally, polyphase behavior should be considered
as AIMS activity which consists of several stages.
At each stage, the intelligent system must auto-
matically build and implement an activity plan en-

suring the achievement of its respective behavioral
subgoal. After that, in most cases, the operational
conditions of the AIMS fully change, and the sys-
tem focuses on achieving the subgoal of the next
stage. The achievement of the subgoals of all poly-
phase behavior stages means that the AIMS has ac-
complished its task.

In other words, the knowledge representation
model proposed in [18] does not ensure that an
AIMS can fulfil complex tasks whose implementa-
tion requires purposeful movement and manipula-
tion of objects in various conditions of an a priori
undescribed environment. In this connection, the
necessity arises to develop standardized structures
of a knowledge representation model which would
help an AIMS to plan polyphase behavior in dynam-
ically changing operational conditions.

In this work, we propose an approach which
allows you to organize polyphase behavior of an
AIMS in a priori undescribed PE conditions. Our
approach assumes creating a model of knowledge
representation and processing based on standard-
ized structures which are polyvariable conditional-
ly dependent predicates (PCDP). Generally, a PCDP
structure, in contrast to conventional predicates
[13], can include:

— complex variables described using active
fuzzy semantic networks (AFSN) [19], which allow
you to define various situations and subsituations
of the environment specifying them in general
terms, without regard to particular knowledge do-
mains;

— miscellaneous variables (in fact, connect-
ed), such as “objects” of the problem environment,
“events” happening in the PE, and “relationships”
observed between the objects, events and AIMS,
being descriptive for their influence on the current
state on the intelligent system and its behavior.

Statement of the problem

Let us consider an AIMS equipped with a manip-
ulator, a transportation cart, and technical vision,
capable of performing a set of various complex op-
erations B :{bjl}’ j1=1, my. For example, it can
move specified objects in the PE, find objects in a
certain PE zone, transform the current environ-
ment situation when it is necessary for achieving
one of its behavioral subgoals, etc. Each complex
operation b < B of this kind is implemented by the
AIMS which performs a certain sequence of

elementary operations By ={b;, }, j2 =1, my. These

can be operations such as “coming up to an object”,
“seizing the object”, etc. Thus, AIMS is a system
capable of moving and manipulating PE objects

(0] :{oj3 (Xj3 R o;; )}, jg =1, mg, where is a set of
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markers providing the ways for the AIMS to identi-
fy  objects of the PE and perform certain elemen-
tary manipulations with them; is the current
state j; of an object in the environment.

In general, an unstable PE can be* character-
ized by its set of objects 0j, (Xj3 » 0j )eO and
events Yz{yj4 ;, )}s ja =1, my which happen in-
dependently of the AIMS. The occurrence of such
events leads to various changes in the PE which can
prevent the AIMS from successfully performing
certain elementary operations b €B  where
is a set of markers which determine the event
Such an event can be, for example, the appearance
of an object in the PE that blocks a passage.

Knowledge representation model, in accordance
to the functional purpose of the AIMS, consists of
a set of PCDP. Using their different combinations,
an intelligent system can design a behavioral plan
in order to solve various subproblems of its task. In
each particular case, these PCDP serve for specify-
ing an ordered sequence of elementary operations
b €B whose completion ensures that their re-
spective complex operations b € B are performed.
During the inference, the values of different var-
iables in a PCDP are determined more precisely,
based on the target task formulated by the AIMS
and visual data reflecting the current state of the
PE.

The target task is formulated by the AIMS in
a procedural representation form as a sequence of
complex operations b €B which have to be per-
formed for its implementation. For example,
locate the object 0;, (Xl-2 , 0;; )€ O in a preset square
of the PE; transfer this object into the desired

state o;* taking into account the fact that the PE

can produce certain events Yi, (Yi3 )eY keeping the
AIMS from performing the respective elementary
operations.

‘We have to develop:

— structure and content of variably purposed
PCDP allowing the AIMS to automatically plan its
purposeful behavior in order to fulfil the formulat-
ed tasks;

— knowledge processing procedures as a part
of automated planning of AIMS behavior on the
base of PCDP in order to build and solve ordered se-
quences of behavioral subproblems.

Content and functional purpose of PCDP

Generally, an AIMS knowledge representation
model is a specified set of standardized frame-like
structures built on the base of the following PCDP
types.

1. Dyadic polyvariable conditionally dependent
predicates of the 1st type

“ 1B (S (), % (X)), 05,), i =1, g, ng <mg”

determining the following chains of elementary
operations:

%
L (<ot &bl
1 I3 J2

* * wed
2 5. .50 k&bt 5.0 &b 0] ,
J2 Js h J3 Ji I3

kzl,hjs,

which ensure that the AIMS performs complex
operations b € B as their identifiers.
These chains of operations manipulate certain

PE objects 0, (X, o;:)eO in order to transfer

them from a random (k) current state into a
target state 0;* when, for various problem environ-
ment objects, the condition X:l cX is is true, where
is the total number of permissible states of
the object;
is a dyadic predicate symbol Wlth tgle follow-
ing meaning: “Transfer the object x;, (Xi1) from**a
random current state into a target state o;
by laugchigkg thke respectizje su(liochaig of* opera-
tions L; 10, &bj2 .05 &bj2 =0, Ly <L,
which brings result if the PE satisfies the condi-
tions determined by the complex variable Sf (1);
o;;k &bk2 —>ozk+1 is an elementary bghavioral
act, meaning that if the object 0j, X i o;3k) is in
the state then the AIMS needs to launch the op-

eration to transfer it into the state

S1(3;) is a complex variable represented in the
form of AFSN G; =(V; , E; ). The nodes of the
network are marked with the following sorts of
variables: “objects” xz; (XZ; ), ip =1, my, my<mg

and “events” d;; (Xl-* ), ig =1, mg, mg<my. These
variables are given tileir values in the current con-
ditions by way of their respective substitution by
objects 0j, (X]-3 , o;‘gk) €0 and events dj4 (Xj4 YeD
which the AHXIS perceives frgm the PE when the
conditions X; c X; and X; cX; are true for
them. The ribs of the AFSN are determined
by the following kinds of “relationship” variables:
— If a rib in the network is incident to the
nodes marked with object variables, or one of them
is marked with an object variable and the second one
is marked with the AIMS, then it is determined by a
summarized state space relationship. It can be, for ex-
ample, the distance between the AIMS and the object.
— In the case when a rib of the network isinci-
dent to a node marked with a PE object and to anoth-
er one marked with a PE event, it should be marked
with a relationship which generally determines how
this event affects the state of its adjacent object.
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— If arib in the network isincident to a node
marked with the AIMS and to a node marked with
a PE event, then it is determined by a summarized
relationship which shows how this event affects a
certain aspect of the intelligent system activity: for
example, interfering with the movement.

It should be noted that a generalized representa-
tion of various relationships in AFSN is deter-
mined using the intervals of numerical values of
their respective linguistic variable terms found by
expertise [20].

It should also lge yote*g that when the
object variables (Xi1 ) Xj) ) in predicates

P, (Sl (11),x (Xll),o ) rece1ve values of ran-
dom PE ob]ects 0; (X , 0 )eO and slots of com-

plex variables Sl (11) receive values of appropri-
ate objects, events, and relationships between
them in the PE, we get statements in the format
(Sl (i1), 0j, X . O;j )). These statements are true
1f and only if for the current PE srtuatlon thekfollow-
ing cond1t10ns are satisfied: X CX o]k #0;

and S;(i1)= Sl (i), where S; (11) Sl (11) means a
fuzzy equality [19] between the passive fuzzy se-
mantic network Sy (i) determlnlng the current PE
subsituation, and the network Sl (i1) which corre-
sponds to a complex variable of the desired PCDP.
The truth of these conditions in the current PE sit-
uation is a prerequisite for the AIMS to successful-
ly perform the respectlve subchalns of elementary
operations o F&b—>...0%& b - x . The formal

description of the current PE subsituation Sy (i)
used by the AIMS during the inference is formed
on the base of visual data in the intelligent problem
solver via modification of the AFSN S;(i;) by sub-
stitution of particular objects, events and relation-
ships between them in the PE.

2. Dyadic PCDP of the 2nd type

« ko, koL, . T,
b% : B, (Sy (1, i2)s Sa (it i2)), ip =Ly ",

where is a predicate symbol with the following
meaning: “ : in order to transform the current

PE subsituation corresponded by a complex variable
S1 (j1, is) into a subsituation determined by a
complex variable 82 (j1> i9) a tuple of elementary

operations <b]12 , bjz2 y eens bZ> should be performed”.
3. Dyadic and polyadic PCDP of the 3rd type

113 7 N * - * * - _—”
bt : Py (S51(i3), wi, (V3,)), i3 =1, mg

«1.3,2 ., L %* % . o ”
and bh ° I)I,3 (S3,2(13)’ y1,13 (Y]_,i2 ), ceey yk,l3 (Yk,13 ) ,

determining tuples of elementary operations

<b},b~2, .- b(-1> which are necessary for the
2" ]2 I2

complex operation neutralizing the influence

of separate Yi, (Yis)eY and mutually related PE
(D), e gt Oy EY),
which negatlvely affect the purposeful activity of
the AIMS. In the last expression, yl3 (Y ) are event

variables which receive values of random events
yLB( )eY observed by the AIMS in the PE when

Y13 cyYj, istrue.

S3,1(z3) is a complex variable needed for check-
ing certain PE conditions which provide that the
AIMS successfully performs the operation tuple

events respectively,

<b1 , b2 s eees b‘.i> neutralizing the influence of an
J27 2 J2

event observed in the environment to its further
purposeful behavior.
Observing PE events yl ; )eY determined by

the variables yl (Y )e Y” stlmulates AIMS uncon-

ditional reactlons b b]2 bd in the case when
2

the AIMS is about to perform operatlons that can be
disturbed by these reactions. Hence, the standard
elements in the knowledge representation model of
the AIMS should be represented in the form of vari-
ous combinations of the following PCDP pairs:

<bz’1 : P (S§’1 (i3),y;3 (Yi: )

bl < B, (] ). %, (X3 0,05

<bj?;’1 : B, (Ss,1(i3), 3, (Y)),
b2 B (SF o), S5 6.

Such pairs allow you to recognize, by their first
projection, whether the PE contains events that dis-
turb the operations determined by the predicates
which form their second projection. Note that simi-
larpairs can also be formed onthebaseof k-adic gred
icates b]’ (S3z(l3), ylzg( 1L2), . ’ykl3( Yi,iy))-
This makes the AIMS capable of automatlcally rec-
ognize, by the characteristics of variables ylg( ),
and eliminate in the PE various mutually related
“braking” events y; (Y;;)eY which disturb the
successful performance of the operations deter-
mined by the PCDP of the 1st and 2nd types includ-
ed in these pairs.

4. Dyadic PCDP of the 4th type

4a . * j __
b7 B, (S;?, RAGY)), 2=1, 3.

The AIMS uses them to determine a purposeful
movement routing algorithm RA( ) according to
the specified behavior conditions which can
have one of the following meanings:

— the AIMS directly observes a PE object,

access to which provides that the current subtask is
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fulfilled. In other words, the system needs to make
sure it takes such a position in the PE that the speci-
fied object is within its manipulator’s working zone.
In this case, a PCDP of the 4th type determines the
conditions whose satisfaction launches the lo-

cal optimal planning algorithms PA(1) which can
lay a route of movement to the object in an environ-
ment with impediments [21];

— the AIMS needs to meet a target which is
a moveable object o; (XL R o )eO observed in the
PE. In this case, on the base of a PCDP of the 4th
type, the AIMS chooses a behavior planning algo-
rithm PA(2) which can figure out the polar coordi-
nates of the meeting point according to the object
speed and current movement direction, as well as
the probable speed of the AIMS itself. Then, based
on the obtained data, the route is laid for the AIMS,
ensuring it will meet the object [21];

— the AIMS needs to avoid colliding with
a moveable object 0;, (Xi2 R 0;; )€ O observed in the
PE. In this situation, on the base of a PCDP of the
4th type, the AIMS chooses a movement planning
algorithm PA(3) which can figure out the polar co-
ordinates of the probable meeting point and lay a
route to it. The only difference from PA(2) is a cor-
rection making sure that the AIMS will not meet
the object.

5. Polyvarlable predicates of the 5th type
b? : P, (S;;, VRA(4) which endow the AIMS with
a capablhty to choose a movement planning algo-
rithm PA(4) for a PE with impediments when the
coordinates of its current and target position in the
given reference system are specified and expressed
in the polyvariable

6. PCDP of the 6th type, determining complex
operations b B whose performance requires

performing, in a cycle, their respective tuples
<b}2, b].z2 y eens bZ> of elementary operations. For ex-
ample, it can be the complex operation  :load into
the cart all the PE objects Whlch satlsfy the con-

ditions of the object variable x (X ), etc., where
is a set of characteristics necessary for certain

PE objects 0;, (X, ogfk) € O which can be seized by
the manipulator’s hand and lifted.

Generally, all PCDP of the 6th type
have thg follgwing strugture %nd content:
b].b; : P (S1(g), xj, (X)), IF(S3 (i) v S3(ig))). Here,

is a predicate symbol meaning the necessi-
ty to launch, in a cycle, a tuple of elementary op-
erations <b}2, bj22 ) eees bg> in order to perform the
complex operation with a set of PE objects
0; (X , o )eO for which X cX is true.

Sl (16) is an AFSN which can determlne the con-
ditions that should be satisfied in the current PE sit-

uation to ensure the successful performance of the
@1 bz bd>
]t
IF(8’2 (16)VS3 (ig)) is an operator of check-
ing the conditions <b:.l " b2 ) eees b
J27 2 12

when S; (ig) is true, it means that all the PE objects

tuple of elementary operations
. For example,

0j, (X, oJ' )e O are loaded into the cart, and when
S3(16) is true, it means that the total weight of the
objects loaded into the cart has reached its bearing
capacity;

v is an operator showing that the cyclic per-
formance of the operation tuple b}z, b].z2 y eens b]i

should be stopped if at least one of the conditions it
is applied to is true.

7. PCDP of conditionally dependent predicates
of the 7th type which determine the behavior plan-
ning tools associated with search in the PE and per-
forming a certain tuple of elementary operations
on found objects which satlsfy the demands of the
specified object variable x (X ). Generally, PCDP
of this type can have, for example, the following
structure and content:

1
6,f (/341 21 \|. p ) 41.p (¥l
o (<b].1 : b].1>).Pl6 4, (5)<b].1 P, (S, RAQ),
' (S1 (i) xZ (XZ ) 073* )>
1 —
IF(search is over)Tend), f=1, ms,

where following the arrow means that if the
condition I'F isfalse, youshould continue searching
for required objects in the specified PE zone.

A; () is an algorithm of search for required PE
objects. It splits the specified zone into segments, tak-
ing into account the resolving power of the AIMS ma-
chine vision, and scans each segment, looking for the
objects. After an object is found in the current seg-
ment, the AIMS performs the elementary operations
spe01f1ed by the PCDP P, (S , RA(1)) and A4; ().

P, (S , RA(1)) is a PCDP which launches the
route planning algorithm in order to move toward
the found obJect

(81 (i1), xl1 (XL1 )s o]3 ") is a PCDP according to
Wthh the AIMS performs the operations providing
that the object transfers from a random (k) current
state into the specified state 0 . After that,

we can pass to checking the condltlon determined
by the IF operator.

Knowledge processing procedures
in automated planning of AIMS behavior
in the space of subtasks

Generally, decision making in the process of au-
tomated planning of purposeful AIMS behavior on
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the base of PCDP in the space of subtasks includes
the following main stages of knowledge processing
in the intelligent problem solver.

1. The received task is split into behavioral sub-
targets and their respective subtasks. Each subtask
includes one complex operation b €B

2. From the knowledge representation model, we
choose those PCDP which correspond to the select-
ed operations b €B If the structure of the cho-
sen PCDP contains “object” or “event” variables, we
have to take into account the characteristics deter-
mining those variables of these predicates that are
contained in the task formulated by the AIMS.

3. It has to be decided how independently differ-
ent subtasks can be implemented. With this goal in
mind, for each selected complex operation b B
starting from the last one, we need to determine
whether it is nested in the structure of another
PCDP selected according to the task. For example,
let the operation b} 53 (Sf (i1), xZ (XZ ), 0;:)
selected at the stage 2 be included in the structure
of a PCDP of the 7th type found on the base of a
complex operation b 6.7 (< b A b >). In this case,

a PCDP of the 1st type b (81 (i), xl1 (Xl1 )s o]3 )
found in the knowledge representatlon model tak-
ing into account the characteristics of the object
variable specified in the task received by the AIMS,
is substituted into the structure of a polyvariable
conditionally dependent predicate of the 7th type.

The process of searching for PCDP continues un-
til having specified and corrected all the predicates
which correspond to the independently performed
complex operations b €B in the structure of the
task.

4. A plan of behavior is synthesized by concate-
nation of the PCDP which were found at the stage 3,
in the order of their respective complex operations
b €B in the task.

5. When necessary, at various stage of the
formed behavior plan implementation, a tuple of
PCDP has to be built, which can help to form a se-
quence of elementary operations providing certain
transformations of the situation perceived in the
PE in order to fulfil the current subtask. For exam-
ple, at some stage, the AIMS can face the necessity
to ensure conditions determined by the polyvari-
able Sz (j1, iy) represented in AFSN form. In this
case, based on visual data, the intelligent problem
solver produces a formal description of the cur-
rent operational conditions in the form of a passive
fuzzy semantic network G=(V, ET) Its nodes V.
are marked with PE objects o; (X is? Ojs )eO and PE
events yl3( )eY while its arcs Epare determined
by quantitative estimates of the relationships be-
tween the objects, events, and AIMS.

Now, 1f the AFSN corresponding to the subsit-
uation Sl (j1» i9) is fuzzily equal to and nested in-

to a formal description of the current PE situation
[19], then in order to provide the env1ronment con-
ditions determined by the subsituation Sz (1> i9),
the AIMS performs a tuple of elementary opera-

tions <b}2, bjzz, ces b]i> found on the base of PCDP
b]. 1P, (Sf(jl, i), S;(jl, ig)). Otherwise, this tuple
will consist of PCDP of the 2nd type whose elements
satisfy the following condltlons

a) for the first PCDP P (Sl (]1, i), 82 (/1> i9))
in the structure of the tuple the AFSN correspond-
ing to the subsituation S; (j1» i) should be fuzzily
equal to and nested into the passive fuzzy semantic
network Gp =(Vp, Er);

b) for all pairs of adJacent PCDP, for example,
fOI' Pl (1 (s i) Sz (1> i2)) and P2(S1 (1 i2),
S5” (]1, i5)), the Sy'(j1,iz)~S12(j1,iy) should be
true; . .

c) for the sought predicate P, (Sy (ji, is), S (j1, is))
at the last position in the formed tuple and its left
adjacent predlcate P (Sl (]1, is), Sz (j1» i2)), the

condition 82 (1> i9) = Sl (j1» i) should be true.

In this case, performing, in the preset order, ele-
mentary operations specified by the PCDP in the tuple
allows us, by means of consecutive purposeful trans-
formation of the current operatlonal conditions, to en-
sure that the PE conditions Sg (j1» ig) are true.

As an example, let us consider the process of
AIMS behavior planning associated with the ful-
filment of the following task: “ bj? (< bﬁ’l, b}l ): in

a given PE zone, find all objects 0j, (Xj3,02*)60

possessing the subset of characteristics
transfer the found objects from A random current
state into a specified state o ; after scan-

ning the specified zone, proceed to the location
point”.

In order to fulfil this task, at the first step of
buildingabehavior planbased on complex operations
o8 ((v% 1,b11> . and
respectlve PCDP from the memory and pass them
to the intelligent problem solvsr. thn ekhoos*iing
PCDP of the 1st type b}l 1B (51 (i), % (X)) 0,),
we should remember that its object variable must be
determined by a set of characteristics specified
in the task received by the AIMS.

At the next step of the planning, it is determined
that the operation isincluded in the structure of

the complex operation bfi (<b‘.1’1 bl >), i.e. its per-

we should pick up their

formance is not 1nde£)endent After this, the predi-
cate b 1P, (81 (i), x; (X 3) o ) is substituted into
the structure of a PCDP of the 7th type.

At the last step of the planning, a PCDP tuple
is built, corresponding to independently performed

complex operations b8 (<b‘.1’1, bl > and
i 1 I
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At the next stage of building an intellectual
problem solver for the AIMS, we develop, based on
the proposed knowledge representation and pro-
cessing model, information technologies in order to
organize automated planning of purposeful poly-
phase behavior in the PE. You can read about the
methodology and peculiarities of developing hybrid
or autonomous intelligent information technologies
and systems in such works as [22].

To summarize, we can state that the proposed
model of AIMS knowledge representation and pro-
cessing, unlike the known algorithms of search
for decisions in a space of subtasks [11-13], allows
you to build procedures for automated planning of
polyphase behavior during the implementation of
PE tasks of various complexity by means of form-
ing an inference tree without any empty alterna-
tives. This is associated with the fact that gener-
ally, on the one hand, the search for a subproblem
solution at each behavior planning step assumes
choosing several effective operations at once; on
the other hand, these operations are chosen in a
purposeful way during the search. As for complex
problem solution search in a space of subtasks on
the base of the known inference procedures, gen-
erally it is reduced to brute-force search which, in
its turn, leads to a higher dimension of the search
space [11-13].

It should also be noted that in the framework
of the proposed model, the main operation per-
formed in the problem solver is comparison of dif-
ferent fuzzy semantic networks which are marked
graphs. The complexity of this comparison has an
order of @[n?%], where n is the number of nodes in the
graphs. Hence, the purposeful behavior planning
procedures built on their base will have polynomial
complexity, which opens the ways to their efficient

implementation on airborne computers of various
AIMS.

Conclusion

1. The proposed standard structures in the form
of variously purposed PCDP allow you to build a
knowledge representation model for an AIMS with-
out regard to particular knowledge domains, in ac-
cordance to its functional purpose. Thus, an intel-
ligent mobile system can adapt to a PE with a priori
undescribed conditions.

2. Generalized development of principles for
purposeful behavior planning on the base of a spec-
ified set of PCDP provides the ways for its appli-
cation in intelligent problem solvers of variously
purposed AIMS, endowing them with the capability
of performing tasks various in complexity and con-
tent, in uncertain environments.

3. The completeness of a PCDP set that allows an
AIMS to perform variously purposed tasks in a PE
with a priori undescribed conditions is determined
based on its functional purpose or the class of sub-
problems that the system will have to solve during
its purposeful behavior planning. A given PCDP set
is an open model of knowledge representation which
can be enriched as the system accumulates experi-
ence in various problem environments, different in
complexity and content.
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B/lHCTUTYT mporpaMMHuBIX cucTeM uM. A. K. Aitnamassana PAH, Ilerpa IlepBoro yui., 4a, c. BecbkoBo, 152021, P®

BBenenue: IpoBe/leH aHAIN3 COBPEMEHHBIX IPUHIIWIIOB OPraHMU3aIlNU WHTEJJIEKTYaJbHBIX pellaTeseil 3asad, MO3BOJIUBIING 060-
3HAYUTH UX OCHOBHBIE HENOCTATKU C TOUKY 3peHUA d(PPEeKTHBHOCTY IPUMEHEHUs [JIdA [IJIAHUPOBAHUSA I[eJeHAIIPABIEHHOIO IOBEJeHU
ABTOHOMHBIX MOOUJIbHBIX UHTEJIJIEKTYAJIbHBIX CUCTEM B allPMOPY HEONMCAHHBIX YCIOBUAX IIPoOieMHOM cpensl. Ileas: paspaboTka Moje-
JIV IPEe/ICTaBJIE€HUA U 00Pa00TKY 3HAHWI, IIO3BOJIAIOIIEN OPraHN30BaTh I[eJIeHATIPDABIECHHYIO NeATeIbHOCTh aBTOHOMHBIX MOOUIBHBIX MH-
TeJLIeKTyaJIbHbIX CUCTEM B YCIOBUAX HeoIpeAeseHHOCTH. MeTobI NCCIeOBaAHNS CBA3AHEI C CHHTE30M: 1) (ppeiiMono0o0HbIX ClleHAPYEeB
TIOBEJIeHN A, IPEICTaBIAIIUX cO00 IMOMUIIepeMeHHbIe YCIOBHO-3aBUCHMbIE IIPEAVKATHI, CTPYKTYPa KOTOPHIX BKJIOUYAET KOMILJIEKCHBIE
mepeMeHHbIE, a TaKJKe CBA3AaHHbIe IePEMEHHBIE COPTA «00BEKTHI», «COOBITUA», IPOUCKOAAIINE B CPeJie, U «OTHOIIEHUA» MEKIY HIUMU;
2) 9BpUCTHUUECKUX IIPABUJI 00pa0OTKH 3HAHUI B IIpoliecce IJIAHNPOBAHUA I[eJIeHAIIPABIEHHOTO IoBefeHuA. [[J1d IIpeicTaBIeHU A KOMILJIEKC-
HBIX IIEPEMEHHBIX B IIOJIUIIEPEMEHHBIX YCJIOBHO-3aBUCUMBIX IIPeJUKATAX IPUMEHAIOTCA HEUETKIE CEMaHTHYECKEe CeTH, IT03BOJIAIIIIe
IPeJCTaBIATh SHAHUA PABJINYHBIX 110 HA3HAUEHNIO HHTEJJIEKTYAJIbHBIX CUCTEM 0e30THOCUTEIBHO K KOHKPETHOH IIPeJMEeTHOH 06J1acTH 1
HAa 9TOM OCHOBE aJalITUPOBATHCSA K AlIPHOPU HEONIMCAHHBIM YCI0BUAM (PYHKIIMOHUPOBaHUA. Pe3yapraThl: IpefosKeHa CTPYKTypa pasind-
HBIX 110 (PYHKIIMOHAIHHOMY Ha3HAUEHUIO IIOJIUIIEPEMEHHBIX YCIOBHO-3aBUCUMBIX IIPEJUKATOB, II03BOJIAOIINX ABTOHOMHBIM MOOUIbHBIM
MHTEJJIEKTYaJIbHBIM CUCTEMAaM OPTaHU30BaTh Pa3JIMYHbIe BUILI IeATEIbHOCTY B AIIPUOPU HEOIIMCAHHBIX HECTAOMIBHBIX IIPOOJIEMHBIX CPe-
nax. PaspaboTaHbl HHCTPYMeHTAJbHbIE CPEACTBA 00paboTKY 3HAHUI, 00€CIeYNBAONIe aBTOHOMHEBIM MOOMIBHBIM HHTEJIEKTYaIbHbIM
cHCTEeMaM BO3MOXKHOCTb aBTOMAaTUYECKU IIJIAHNPOBATH IieJIeHAIIPABJIeHHOE II0BeJeHNEe B IIPOCTPAHCTBE II0/3a/1a4 B IIPOIlecCe BhIITOJTHEHUA
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chopMyJIMPOBAaHHBIX UM 3asaHuii. I[IpakTHYecKas 3HAYNMOCTH: KCIIOJIE30BAHUE IIOJIYUEHHBIX Pe3yJIbTAaTOB IOBBIIIAET 3(PhHEeKTUBHOCTH
TOCTPOEHUS NHTEJJIeKTYAJIbHBIX pelliaTeseil 3a1aY A1 aBTOHOMHBIX MOOUIBHBIX NHTEJIEKTYATIbHBIX CUCTEM Pa3INIHOI0 Ha3HAUEHNU,
CIIOCOOHBIX BBIIIOJIHATH CIOKHBIE 3aJaHUA B allpPHOPY HEOIIMCAHHBIX YCIOBUAX QYHKIMOHUPOBAHUA.

KuaroueBsie ciioBa — MHTeJIEKTyaIbHAA MOOMIbHAA CHCTEMA, AallpUOPY HeOIlMCaHHAA IIPO0JIeMHaA cpejia, IOJIHIIepEMEeHHBIE YCIOB-
HO-3aBUCUMBIe IIpeJUKAThI, ChopMyIUPOBaHHOE 3ajlaHNe, IJIAHUPOBAHUE II0OBEIeHNU .
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