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Introduction: The similarity search paradigm is used in various computational tasks, such as classification, data mining,
pattern recognition, etc. Currently, the technology of tree-like metric access methods occupies a significant place among search
algorithms. The classical problem of reducing the time of similarity search in metric space is relevant for modern systems when
processing big complex data. Due to multidimensional nature of the search algorithm effectiveness problem, local research in
this direction is in demand, constantly bringing useful results. Purpose: To reduce the computational complexity of tree search
algorithms in problems involving metric proximity. Results: We developed a search algorithm for a multi-vantage-point tree, based
on the priority node-processing queue. We mathematically formalized the problems of additional calculations and ways to solve
them. To improve the performance of similarity search, we have proposed procedures for forming a priority queue of processing
nodes and reducing the number of intersections of same level nodes. Structural changes in the multi-vantage-point tree and the
use of minimum distances between vantage points and node subtrees provide better search efficiency. More accurate determi-
nation of the distance from the search object to the nodes and the fact that the search area intersects with a tree node allows you
to reduce the amount of calculations. Practical relevance: The resulting search algorithms need less time to process information
due to an insignificant increase in memory requirements. Reducing the information processing time expands the application
boundaries of tree metric indexing methods in search problems involving large data sets.
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Introduction

When developing an applied analytical system
[1] based on metric methods of artificial intelligence
(methods of decision functions), the authors faced
the classic problem of computational complexity. The
task was to increase the speed of data processing by
modifying the indexing algorithms. The emphasis is
on modification of tree search algorithms as part of
the task of overlapping tree nodes in order to reduce
number of operations for calculating distances be-
tween objects. They use metric methods (K nearest
neighbor’s method, method of standards, method of
correction increments, and others) to solve similari-
ty search problems in practice. Distinctive features
of these methods are: 1) any object from data set D
is a point in space; 2) during the search, distances
between two objects are repeatedly calculated; 3) dis-
tance processing takes place in metric space.

Let X — an arbitrary set. The function dist is
called a metric on the X, if for all x, y, z € X the fol-
lowing conditions are satisfied: a) dist(x, y) > 0 (non
negativity); b) dist(x, y) = 0, when x =y (identity to
itself); c) dist(x, y) = dist(y, x) (symmetry); d) dis-
t(x, y) < dist(x, 2) + dist(z, y) (triangle inequality).

The presence of the triangle inequality (fourth
property — subparagraph d) is inherent in its met-
ric spaces. Therefore, the authors in the article did
not consider datasets in which the triangle inequality
does not performed. At the same time, we note that
there is a study on the modification of the VP-tree for
non-metric spaces using the Bregman distance, which
does not satisfy the triangle inequality principle [2].

To find the nearest object among the set of data
D in metric space, data indexing technology metric
access methods (MAM) is used [3, 4]. MAM uses a
special data structure to speed up the search for the
nearest object in database D by reducing number of
calculated distances.

‘We will highlight the following features of MAM
technology:

1) the presence of a metric (distance function)
for any two objects [5];

2) during the search, MAM algorithms use the
principle of triangle inequality [6], which makes it
possible to exclude the calculation of additional dis-
tances;

3) the computational complexity of the search
algorithm depends significantly on the number of
calculated distances between two objects [3].
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There are many types of MAM tree algorithms,
including GHT [7], D-index [8], BP [9], MM-tree
[10], Onion-Tree [11] and others. One of the first
MAM algorithms successfully applied in practice
was the M-Tree [12—-14]. Among the disadvantages
of M-Tree, we highlight the problem of overlapping
tree nodes, which increases the number of distance
calculations. An alternative approach to using van-
tage points to the M-Tree is the OMNI algorithm
[15]. OMNI uses strategically positioned vantage
points to increase efficiency. Another classical al-
gorithm Geometric Near Access Tree (GNAT) [16]
suggests taking into account not only the minimum
and maximum distances to objects, but also the dis-
tances between pairs of vantage points during the
search.

A characteristic feature of the M-Tree, OMNI,
and GNAT algorithms reviewed is the problem of
overlapping nodes of the same level with each other.
We can highlight the following M-Tree modifica-
tions to solve this problem:

— Slim-tree [17], which reduces the number of
intersections of nodes of the same level with each
other by using the slim-down algorithm. The disad-
vantage of the algorithm used is the need to re-in-
sert objects;

— PM-tree [18], which combines a compact par-
tition and a set of reference points. In the PM-tree,
one can form the areas of nodes by the intersection
of multiple hyperspheres defined by a global set of
vantage points.

An alternative to the M-Tree family of algo-
rithms is the VP-tree [19-21] and its modification
with several reference points in each node — the
multi-vantage-point (MVP) tree [22, 23]. The fea-
tures of the structures are the balance tree based on
the median data partition and the absence of inter-
section of nodes of the same level. The development
of VP-tree ideas is the algorithm Fixed-Queries
Tree (FQT) [24], which suggests using a single van-
tage point for all nodes of the same level to reduce
calculations. The absence of the problem of inter-
section of nodes of the same level has a significant
impact on the search efficiency. Thus, research [25]
has shown in practice that searching based on dis-
joint nodes in an MVP-tree is more efficient than in
an M-tree.

Currently, there are theoretical studies on the
use of VP / MVP-trees as a basic component to im-
prove the efficiency of various search methods [19,
21, 23]. Experimental results in [26, 27] confirmed
the competitiveness of VP / MVP-trees compared
to other metric data indexing methods. Analysis of
the results obtained in practice for VP / MVP-trees
proves their efficiency in metric spaces of small,
medium [26] and large [20] dimensions.

Now, there is a demand in the development of
search improvements for VP / MVP-trees, which is

confirmed by various modern publications [20, 28].
Therefore, the research of reducing the number of
calculated distances between two objects (search
complexity) for the MVP-tree when solving prob-
lems of searching the nearest objects is relevant.

One of the ways to improve the search efficiency
in the MVP-tree is to use a priority queue for pro-
cessing nodes. As part of the adaptation of the pri-
ority queue to the MVP-tree, the authors have de-
veloped an algorithm for determining the intersec-
tion of the search area with the subtrees of a node:
determination of intersection based on hierarchic
processing of nodes (DIHPN).

DIHPN algorithm

Feature considered MVP-tree is logarithmic
nearest neighbor search complexity depending on
the number of objects in the original data set D.
Without loss of generality, consider and analyze a
search algorithm for a classical MVP-tree with the
following characteristics:

1) U = 2 — branching of one vantage point;

2) Y = 2 — number of vantage points in one node
of the tree;

3) V={vl, v2} — set of vantage points in each
node of the tree, where vl — the primary point,
v2 — secondary;

4)B=UY=4 — number of children for each
node of the tree;

5) A ={A1, A2, A3, A4} — set of subtrees in each
node of the tree;

6) R={rl, r2, r3} — set of median distances (ra-
dii) that defines the boundaries of the four regions
of the node: Al € (v1, rl) && Al € (vV2, r2), A2 € (v],
rl) && A2 ¢ (v2, r2), A3 ¢ (v1, rl) && A3 € (vV2, r3),
A4 ¢ (v1, rl) && A4 ¢ (v2, r3), where (v, r) — hyper-
sphere centered at point v and radius r;

7) K =1 — branching of each leaf;

8) P=0 — number of stored distances in the
leaves from each leaf point to the set of vantage
points.

The research [29] have identified the following
features of the classical algorithm for finding the
nearest object n for the query point ¢ in the MVP-
tree:

1. The search for the nearest object is recursive.
During each iteration, it directly processes the data
of only one node of the tree.

2. The node processing queue is formed based
on the depth-first search principle. When a node
is processed, the search area is constrained by the
current node and all of its parent nodes. Each node
implicitly takes into account its own set of hierar-
chical search rules.

3. Due to the architecture of building an MVP-
tree, the descendants of A1, A2, A3, and A4 with-
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in the same parent node do not intersect with each
other.

4. Taking into account the set of hierarchical
search rules and the architecture of building an
MYVP-tree allows you to set narrower boundaries for
the search area.

5. The set of points D of the node Node of the tree
Tyryp is defined by the intersection of two hyper-
spheres with centers at {v1, v2} and the correspond-
ing two radii from R = {rl, r2, r3} of the parent node
Parent.

6. Within the framework of parent node Parent,
the fourth area A4 has only minimal borders.

7. The MVP-tree is a balanced tree.

Research [30] suggests using the priority queue
C for processing nodes to improve efficiency of
the classical search for the nearest object. Sorting
nodes by increasing the distance from them to the
query point g allows you to set the priority of pro-
cessing areas. During research, when using the
priority queue C in the search for the closest object
for an MVP-tree, we identified the problem of ad-
ditional computations. The emergence of additional
calculations is due to the need to recreate the set of
hierarchical search rules for each node. The nodes
extracted from the priority queue for processing
can belong to different parts and levels of the MV P-
tree. Note that not taking into account the set of
hierarchical search rules can lead to an increase in
the number of overlapping nodes. Let us introduce
the following notation and characteristics:

1) D — input set of points for indexing;

2) Npmnts number of points in a D;

3) H — number of levels in the tree;

4) W — number of nodes at all levels in the tree;

5) L, — k-th level in the tree.

Based on the notation introduced, we estimate
influence of the number of overlapping nodes in the
MVP-tree on the search efficiency. In previous au-
thor’s studies [31], the following dependencies and
estimates are given:

1) maximum estimate of the number of inter-
secting nodes NIL, from the number £ of the level
L, of the tree, when the set of hierarchical search
rules is not taken into account:

NIL(%) = B2, )}

where B = UY = 4 — number of children for each
node in the tree;

2) based on formula (1), dependence of the total
number of intersecting nodes NIT for the entire
MVP-tree was calculated and presented as follows:

NIT ~ BH~ NB . ... @)

Studies have derived the dependence of the effi-
ciency of finding the nearest object to the point ¢

with the search radius rq for tree structures MAM

[3]:

1 H-L
O(NNG. 7))~
0 k=0

k
— Q
D k
X (Npoints)H X( aver +rq) ’ (6))

(1 +fat(Tyrvp (N rodes — 1)) %

where r, — radius required to cover the entire set of
points at the root of the tree T'y;yp; Q@ € R—internal
dimension of the space; fat(Typ) — absolute fat
factor of the tree Tyyp, which characterizes the
degree of intersection of nodes with each other;
N%  1.s — average number of nodes at the k-th level
of the tree; r¥ , — average radius of the node
coverage at the k-th level, which is calculated by the
formula:

-k
rfver = (Npomts)H @

The formula for calculating the parameter abso-
lute fat factor [3] is as follows:

Ic-HxN2. . 1
fat(TMVP) — > points % (W_H)’

points

(6))

where I, displays the total number of accesses to the
tree nodes required to respond to a point request
for each of the N© . objects in the tree T'yyp:

~ NIT. (6)

Taking into account the architectural features
of the MVP-tree and formula (4), we rewrite formu-
la (3) for the MV P-tree as the following dependency:

O(NN(g, rp)) ~ fat(Tyryp)- (7

Based on the fact that the range for the absolute
factor fat(Tyyp) is [0..1] and analysis of formu-
la (5), we get the dependence:

fat(Tyyp) ~ Io~ NIT. (C))

From formulas (1)—(8) it follows:

1) if the set of hierarchical search rules is not
taken into account, there is a problem of overlap-
ping nodes with each other;

2) the number of intersecting nodes within
the entire tree depends on the number of indexed
NDpoints in D;

3) search efficiency is inversely proportional to
the number of intersecting nodes.

As part of solving the problem of additional
computations, we propose to use a modification of
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the classical algorithm of the process of determining the fact of intersection of the search area with the cur-
rent node Node. The following logical statement determines the fact that a node Node of type Type intersects
with the search area (g, In) based on the classical method:

ype=A1)& &((In+r1)> 1) & &((In+r2) > 12))|
Type=A2)& &((In+r1)>11) & &((In+12)>r2

)

((Ty

overlap(Node, (q, In)) = ((( ))
g e (((Type A3)&&((In+1r3)>12) & &( (zn+z1)>r1)))
((( )

)
Type=A4)& &((in+11) > r1) & &(In +12) > 2)

where [1 — distance from point ¢ to point Node.vl; [2 — distance from point ¢ to point Node.v2.

Additional checks for intersections of the search area with parent nodes for Node at all higher levels
of the tree is the center of the proposed modification — the algorithm DIHPN (Fig. 1). The algorithm
DIHPN explicitly recreates the hierarchy of search rules, which allows you to set narrower boundaries
of nodes and avoid overlapping nodes of the same level with each other. We present a generalized depend-
ence of the number of overlapping nodes on the number of the current level £ and the number of processed
higher levels t:

NIL(k, t) = (BF+1-1)2, (10)

Based on formula (10), we concluded that an increase in the number of processed higher-level parents (pa-
rameter t) leads to a decrease in the number of intersecting nodes in the entire tree. In the limiting case of
the formula (10), when the algorithm requests all the higher parents for the current node, the number of in-
tersecting nodes is equal to one (the root). Because no two nodes of the same level intersect each other due to
the architectural.

The disadvantage of the DIHPN algorithm is the increase in the number of calculated distances between
two objects. Determining the distances from the query point to the vantage points of the parent nodes is
the reason for the increase in the computational complexity of the proposed algorithm. We can solve the
problem by storing the previously calculated results in additional memory L in order to avoid repeated cal-
culations.

As part of improving the efficiency of the DIHPN algorithm, we need to solve several problems:

1) the problem of effectively determining the distances from the query point q to the subtrees of node A1,
A2, A3, A4. Note that based on the distance to the query point g, the priority of the node in queue C is calculat-
ed. To improve the efficiency of distance determination, the authors developed the algorithm: determination
distance from request point to node area (DDRPNA);

2) the problem of increasing the efficiency of determining the fact of intersection of nodes with the search
area [formula (1)]. Determining the fact of intersection is the basis of the procedure for adding a node to the
priority queue C. We propose to modify the classic rules of intersection of MVP-tree regions [formula (9)]
based on the use of minimum distances: modification of the rules for determining the intersection of nodes
based on minimum distances (MRDINMD).

DDRPNA algorithm

To assign priorities that are more precise to nodes in queue C based on the distance from the query point
q to the subtrees of the MV P-tree node, we suggest to use the author’s DDRPNA algorithm. The problem ap-
pears by using only two reference points {v1, v2} for four regions. Thus, the distances can only be determined
to areas A3 and A1/A2. The choice of a specific second area depends on which region Al or A2 the vantage
point vl belongs. Enter the following notation:

1) AV1 — aregion of A12 =A1 + A2, which belongs to the vantage point v1;

2) AV2 — the area of A12 that does not contain the reference point vl, i. e. AV2 =A12 N AV1.

To determine the distance from the query point ¢ to the subtree Area of the node Node, the authors propose
to use the following algorithm:

1) if the subtree Area is an area Node.AV1 and an internal node of the tree:

— determine the distance /1.1 from the query point ¢ to the primary vantage point of the node Node.v1;

— set the desired distance I1 as the distance [1.1;
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//Node — current
tree node;

//q — point-query
//ln — distance
from ¢ to n;

Yes

Flag Parent := true; Flag Parent :=false;

Flag Overlap

Flag Overlap := true;

= true;

( While (( Flag _Parent=true) && (Flag _Overlap = true))\]

Parent := Node.Parent; Type := Node.Type;

Yes No

<Faren 0 17>

[1:= dist (q, Parent.vl);
12 :=dist (q, Parent.v2);
L :=L + Parent;

[1:= L [Parent.vl];
[2:= L [Parent.v2];

rl := Parent.rl; r2 := Parent.r2; r3 := Parent.r3;

In = min (1, (2, In); q := min;,{n, vl,v2};

Is the logical
statement
[formula (9)] true?

|Flag_Overlap = true; | Flag Overlap:= false ;|

Yes

Parent.Parent=0?

Flag Parent := false; Node := Node.Parent;

L End of cycle while J

End

B Fig. 1. Flow chart of DIHPN algorithm

22

7

//Node — current
tree node;
// Type — type area
( Start /¢ — point-query
//1 — distance from ¢
to Type area;

l:=-1;
[1:=dist(q, Node.vl);
13:=dist(q, Node.v2);

| = min (i3, [14+r1.3); |

14.1 :=dist(q, A4.v1);
14.2 :=dist (q, A4.v2);
l:=min(14.1,14.2,
11+rl.4, |l3+r2.4);

d := Random_Point (44);
4.1 :=dist(q, d);
[ :=min(14.1,
11+r1.4, 13+r2.4);

| 112 :=dist (Node.v1, Node.v2); |

(12> Node.r2?

AV1 :=A1; AV2:=A2; AV1 :=A2; AV2 :=Al;

rvl.l:=rl.1; rv2.1:=r2.1; rvl.l:=rl1.2; rv2.1:=r2.2;
rv2.1:=rl1.2; rv2.2:=r2.2; rv2.1:=rl1.1; rv2.2:=r2.1;

A

lv.1 :=dist(q, AV2.v1);

lv.2 :=dist(q, AV2.02);
[ :==min(lv.1, lv.2, [ :==min(lv.1,
[1+rv2.1, 13+rv2.2); [1+rv2.1, 13+1rv2.2);

d := Random_Point (AV2);
lv.1 :=dist(q, d);

End

B Fig. 2. Flow chart of DDRPNA algorithm
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2) if the subtree Area is an area Node.AV2 and an internal node of the tree:

— determine the distance (2.1 from the query point ¢ to the primary vantage point of the node Node.v1;

— calculate the distance [2.2 from the query point ¢ to the secondary vantage point of the node Area.v2;

— select the minimum value among (12.1, [2.2) as the desired distance [2;

3) if the subtree Area is an area Node.A3 and an internal node of the tree:

— determine the distance (3.1 from the query point ¢ to the primary vantage point of the node Node.v2;

— set the desired distance [3 as the distance [3.1;

4) if the subtree Area is an area Node.A4 and an internal node of the tree:

— determine the distance /4.1 from the query point g to the primary vantage point of the node Area.vl;

— calculate the distance /4.2 from the query point ¢ to the secondary vantage point of the node Area.v2;

— select the minimum value among (14.1, [4.2) as the desired distance /4;

5) if the subtree Area is a leaf of the tree:

— select a random point d from the Area;

— set the value of the desired distance as the distance from the query point ¢ to the point d.

To increase the efficiency of the algorithm, we propose to additionally calculate and use the minimum dis-
tances between the vantage points {v1, v2} and the subtrees of the node. Denote by ri, j the minimum distance
between the i-th vantage point and the j-th area {AV1, AV2, A3, A4} of the current tree node. Then, for the
regions AV1, AV2, A3 and A4, it is possible to determine more precise distances to the query point ¢:

1) for AV1, find the minimum among (I1, I3 + r2.1);

2) for AV2, find the minimum among (I2, [1 + rl1.2, [3 + r2.2);

3) for A3, find the minimum among (I3, {1 + r1.3);

4) for A4, find the minimum among (I4, I[1 + r1.4, 13 + r2.4).

We have implemented the proposed ideas in the DDRPNA algorithm (Fig. 2). The architectural changes
associated with the DDRPNA algorithm in the MVP-tree (Y*B = 8 minimum distances at each node) increase
the amount of memory for storing the indexing tree.

Modification of the node intersection rules MRDINMD

Another problem of the DIHPN algorithm is the problem of efficiently determining the intersection of the
search area with the subtrees of the current node. The less intersections of the search area with the nodes of
the MVP-tree, the higher the search efficiency. This problem can be solved by using the previously introduced
minimum distances ri, j.

Studies [32] proposed a method to improve the efficiency of determining the intersection of the search area
and nodes for a PM-tree. The features of the proposed method are:

1) using both minimum and maximum distances from vantage points to areas of the current node;

2) set of vantage points is global and common to all nodes of the tree.

The method proposed in [32] for determining the intersection of the search area and tree nodes by the au-
thors is adapted for the MVP-tree.

The features of the adaptation are:

1) the use of only a set of minimum distances from the vantage points to the areas of the tree node;

2) using local vantage points for each node of the tree instead of a set of global control points.

The modification of the classical MVP-tree area intersection rules [formula (9)] based on the minimum
distances MRDINMD is represented as

Al:(In+r)>land(In+r2)>12and (In+11)>rl.1and (In+12)>r2.1

A2:(In+r1)>lland (In+12)>r2and (In+11)>rl1.2and (In+12) >r2.2
overlap(Node, (q, In)) = . (11)
A3:(In+r3)>12and(In+11)>rland (In+11)>r1.83and (In+12)>r2.3

Ad:(In+11)>rland (In+12)>r2and (In+11)>rl.4and (In+12)>r2.4

The developed modification MRDINMD by the authors replaces the classic rules of intersection of areas for
MVP-tree in search algorithms and DIHPN (see Fig. 1).

The methods obtained during the research for reducing the number of calculated distances to improve
the search efficiency in the MVP-tree have a theoretical basis [formulas (10) and (11)]. Thus, the purpose of
the authors’ practical research is to evaluate and analyze the performance gain of the modified search in the
MVP-tree compared to the classical one, depending on the dimension of the space and the number of objects
in the data.
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Experiments

We have carried out an experimental evaluation
of the efficiency of the proposed algorithms in the
context of the nearest neighbor search problem.
During the experiments, we tested: 1) algorithm
DIHPN; 2) combination of DIHPN and DDRPAN;
3) combination of DIHPN + DDRPNA + MRDINMD
algorithms.

Computer characteristics as a part of experi-
ments: 64-bit Windows 7 operating system, Intel
i5-2500K processor, 16 GB RAM. We wrote the pro-
gram in Java and compiled it using the NetBeans
IDE. We use the following MVP-tree parameters:
NU=2;2)Y=2;3)B=4;4)K=1;5)P=0;

Four data sets were selected as experimental da-
ta from repository ANN-Benchmarks [33]: 1) Last.
fm (65 number of attributes); 2) SIFT (128 number
of attributes); 3) MNIST (784 number of attributes);
4) GIST (960 number of attributes). Note that we
have divided each dataset into two data categories:
a set of SQ queries to find the nearest neighbor and
the original set of objects.

Within the experiment, the MVP-tree has the
following features: 1) we use the Euclidean distance
as the distance metric; 2) we normalized each di-
mension of the data sets in the range [0, 1]; 3) we use
a random selection heuristic to select the vantage
points. We repeated each experiment 3 times, after
which we averaged the results.

A measure of the computational complexity of
the tested algorithm is the absolute number of op-
erations (NumberDistances) for calculating the dis-
tances between two points during a search for a SQ
set. To simplify understanding, all the results of
the tested algorithms were normalized relative to
the basic search algorithm. Based on the stated goal
of the research, we have chosen the classical search
algorithm MVP-tree [29] as the basic algorithm for
comparison. We calculate the effectiveness of the
proposed algorithms using the formula:

Eff ,;; = (NumberDistances,; ; /
NumberDistancesyyp) x 100%, 12)

where Eff,;, — the efficiency of the tested
algorithm ALG; NumberDistances,;, — the
number of operations for calculating the distances
between two points during the search for the SQ set
of the algorithm ALG; NumberDistancesyyp — the
number of calculated distances between two points
for the set SQ using the classical search algorithm
MVP-tree.

Thus, we obtained all the results of the work
based on measuring and normalizing the absolute
number of calculated distances between two ob-
jects (NumberDistances). Therefore, the evaluation
of the efficiency of the tested algorithms does not

depend on the programming language, the develop-
ment environment and technical characteristics of
computing resources.

We used the following data set parameters for
the experiment: 1) the original set of 60 000 ob-
jects, the number of attributes in the object is 65,
128, 784 and 960; 2) a corresponding set of SQ que-
ries of 3000 objects.

We presented two summary graphs: 1) the graph
of the computational complexity of search algo-
rithms for different data dimensions (the number
of attributes), shown in Fig. 3, a; 2) the graph of
the computational complexity of search algorithms
for different original data sizes (the number of ob-
jects), which is shown in Fig. 3, b.

Based on the analysis of Fig. 3, we were made
the following conclusions for the algorithms devel-
oped by the authors to reduce the number of com-
putations for the nearest neighbor search in the
MVP-tree: 1) the proposed algorithms increase the
search performance in both small and large space
dimensions; 2) with the growth of the data dimen-
sion (the number of attributes), the efficiency of the
developed search algorithms increases; 3) with the
growth of the number objects of data, the efficiency
of the applied algorithms increases.

Thus, the results of the experiment confirm the
effectiveness of the author’s solutions for nearest
neighbors searching in big data with a significant
number of attributes. The proposed theoretical al-
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gorithms have found application in an applied clas-
sification system for solving pattern recognition
problems based on precedent methods. The devel-
oped algorithms increase the computational perfor-
mance of the nearest neighbor search procedure in
the indexed set of original objects.

Conclusion

We presented algorithmic solutions related to
the adaptation of the classical search algorithm to
the priority queue of node processing, sorted by in-
creasing the distances from the query point to the
nodes.

The proposed solutions allow to:

— eliminate additional calculations when using
the priority queue for processing nodes by reducing
the number of intersecting nodes of the same level;

— identify and generalize the theoretical de-
pendence of the number of intersections on the com-
plexity of the search calculations (the number of
additional processed levels);

— improve the efficiency of the priority queue
for processing nodes by more accurately determin-
ing the distances from the query point to the sub-
trees of the tree node;

— use additional minimum distances between
the vantage points and the subtrees of the node,
which improves the search algorithm;

— reduce search time by reducing the number of
processed nodes based on the use of minimum dis-
tances in the procedure for determining the inter-
section of the search area with the area of the tree
node.

The developed algorithms of search procedures
in tree structures have demonstrated promising re-
sults of their application to the class of data index-
ing problems in metric space.

A limitation of the proposed algorithms is the
heuristic of random selection of vantage points.
The use of random selection heuristics does not
guarantee stable results for the same data. As fur-
ther improvements to the search algorithms, we are
planning to use combinations of greedy heuristics
when selecting vantage points.
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AJNropuT™M MHIEKCAIUY, OCHOBAHHBIH HA XpAHEHUU JONOJHUTEIbHBIX PACCTOSHUN B METPHYE€CKOM IIPOCTPAHCTEBE,
B paMKaX CTPYKTYPHI JepeBa MHOKECTBA OIIOPHBIX TOYEK

B. B. ®omMuH?, JOKTOp TeXH. HAYK, mpodeccop, orcid.org/0000-0001-7040-5386, v_v_fomin@mail.ru

. B. Anexcauapos®, acoupanT, orcid.org/0000-0002-6258-8191

aPoccuiicKuii rocyapcTBeHHbIN Tefarornueckuil yuusepcurer uM. A. . T'epriena, nabepe:xkuasa p. Moiiku, 48, CaHKT-
ITerepOypr, 191186, P®

6CankT-IleTepOypreKuii rocy1apCTBEHHBINM YHHBEPCUTET TeJIeKOMMYHuKAuii uM. npod. M. A. Bonu-Bpyesuua, Bossbiie-
BUKOB IIp., 22-1, CaukTr-IleTepbypr, 193232, P®

BBenmenne: napagurma rnoucKa 1o CXo/ACTBY IPUMEHAETCA B PA3JINYHBIX BEIYUCIUTEIbHBIX 3a/[a4aX, TAKUX KaK KaaccuuKaIus, nH-
TeJIIeKTYaJIbHBIM aHAJIN3 JaHHbIX, pacllo3HaBaHUe 00pasoB u ApP. B HacTosAlee BpeMs Cpeau aJlOPUTMOB IIOMCKA 3HAUUTEJIHHOE MECTO
3aHUMAaET TeXHOJIOTUA APEeBOBUHBIX METPUUECKUX METOJ0B JocTyna. Kiaccuueckas mpobyieMa COKpaIlleHus BpeMeHHU IIOMCKA 10 CXO-
CTBY B METPUUECKOM IPOCTPAHCTBE ABJIAETCA aKTYaJIbHOU /I COBPEMEHHBIX CUCTEM IIPU 00Pab0TKe GOJBIINX CIOKHBIX JaHHBIX. BBUIY
MHOT'0ACIIEKTHOCTH IP00IeMbl 3((HEKTUBHOCTH ITOMCKOBBIX AJITOPUTMOB JIOKAJIbHBIE UCCIE0BAHUSA B 9TOM HAIIPaBJIEHUN BOCTPEOOBAHBI
¥ IPOJOJIKAIOT IIPUHOCUTH II0JIe3HbIe pe3yabTaThl. 1leb: CHUBUTD BBIYUCIUTEIbHYIO CIO0KHOCTb aJITOPUTMOB APEBOBUIHOTO IIOKMCKA B
3azlauyax, UCIOJb3YIOINX METPUUYECKYIO 61130cTh. Pe3yasraTsl: paspaboTaH aJropuTM IIOUCKA A CTPYKTYPHI JaHHBIX B BUJE JepeBa
MHOK€eCTBA OIIOPHBIX TOUEK, OCHOBAHHBIN Ha IIPUOPUTETHON ouepeau 00pabOTKY y3JI0B; MaTeMaTHYeCKu (DOPMaIn30BaHbI IIPOOJIEMBI 10~
TOJTHUTEJNBHBIX BBIUMCIEHUN U CIIOCOOBI X pelneHud. {1 moBBIIIIeHNA OBICTPOLEHICTBUA IIOMCKA 110 CXOACTBY IIPEAJIOKEHbI IIPOIeAyPhI
GopMUPOBaHUA IPUOPUTETHON ouepesu 06PabOTKY Y3JI0B U YMEHBIIEHUA KOJUYECTBA IIEPECEUEHNU Y3I0B OJHOTO yPoBH:A. [loBbIIIIeHTE
9(h(GEKTUBHOCTU IIPOUCXOAUT HA OCHOBE M3MEHEHUSA APEBOBUIHOHW CTPYKTYDPHI JAHHBIX U KUCIIOJH30BAHUA MUHUMAJIBHBIX PACCTOSHUN
MEeXKAY OIIOPHBIMU TOYKAMU U IMOAAEPEBbAMU y3Jia. ¥ MEHbIIIeHNe YKCJia BEIUNCIEHUI JOCTUTAeTCs 3a cueT 60Jiee TOUHOTO OIIpeeIeHUs
PaCCTOAHUSA IO Y3JIOB OT UICKOMOTO 00'beKTa 1 (paKTa IepeceyeHuns 00JIacTy ITIOMCKA ¢ y3JI0M iepeBa. IIpakTuyecKkass 3HAaUMMOCTb: TIOJTyUeH-
HBIM aJICOPUTMAaM IIOMCKa TpeGyeTcss MeHbIlle BpeMeH! [JIs1 00paboTKU NH(OPMAIIUK 3a CUET HeCYIeCTBEHHOTrO MOBLINIEeH TPeOOBaHU I
K naMmATu. CHUKeHre BpeMeH 00paboTKY nH(popMauy paciiupsaeT rpaHuIbl IPUMEeHEeHUA JPEBOBUAHBIX METPUYECKUX METOL0B UH/EK-
caluu B 33/laYax IMOUCKA B OOJIBIINX MaCCUBaX JaHHBIX.

KaroueBsle ciioBa — MHAEKCAIIUS CI0KHBIX TaHHBIX, IPEBOBUJHBIE CTPYKTYPHI JaHHBIX, METPUUECKHE MEeTObI JOCTYIIa, IPUOPUTET-
Hasd ouepeb Y3JI0B, IePeBO MHOYKECTBA OIMIOPHBIX TOUEK.
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