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Introduction: Developing physical level techniques for machine type communications is a challenging task. In particular developing
low complexity channel estimation with acceptable precision or maintaining accurate power control is cumbersome. One possible way
to solve this problem is to use the reception techniques based on order statistics that do not require any form of channel estimation or
power control. This paper deals with a communication system that uses frequency shift keying in a dynamically allocated instantaneous
frequency band and an order-statistics-based receiver previously proposed by the author. Purpose: To analyze the sensitivity of the
system under consideration to both noise and interference power variation and to explore the receiver parameter choice. Results:
Simulation-based capacity analysis demonstrates that the receiver is resistant to signal-to-noise variations and thus can provide the
desired performance even if the signal of the user under consideration is subject to drastic power variation. It is demonstrated that the
number of possible symbol values being assigned maximum reliability optimized for the worst case number of users yields capacity
close to optimal for a lower number of users. Finally, simulation confirms that the performance of the communication system under
consideration is not dependent on the choice of reliability values. Thus values that minimize hardware complexity can be chosen.
Practical relevance: The results obtained prove that the detector under consideration is practically usable and can be applied in a variety
of real-life scenarios. The hardware complexity can be minimized while preserving the performance.
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Introduction

Machine-type communications (MTC) are expect-
ed to play prevailing role in the future communication
systems development [1, 2]. The signals transmitted in
these systems are subject to severe mixed interference
that is due to both multi-user interference and back-
ground noise. Thus channel estimation with desired
precision requires high computational complexity [3,
4]. Power control is also very challenging [5-7] since
closed loop methods cannot be used due to limitations
on packet size and energy consumption as well as the
burst-like traffic. Thus traditional techniques that
are used in conventional digital communications sys-
tems turn out to be ill-suited for the problem in ques-
tion. There are basically two approaches to address
the problem. The first one makes use of the blind or
semi-blind detection techniques with error correction
coding and interference cancellation in order to enable
multi-user reception [8-10]. Despite the many attrac-
tive features this approach enjoys interference cancel-
lation leads to error propagation risk and requires the
information on the number of active users. Successive
interference cancellation also leads to increased delay
that can be undesirable especially in critical machine
type communications. Another approach is to use

single user reception techniques that can withstand
severe interference. In recent decades several order
statistics-based reception techniques that meet this
requirement were proposed in [11-15].

This paper deals with the a-detector proposed in
[15] for the communication system that will be de-
scribed in the following section. The a-detector is an
order statistics-based receiver that uses only meas-
urements obtained from the channel (powers of the
signals) and avoids using any kind of side information
by using measurements ordering only and assigning
one reliability value to the o possible symbol values
that correspond to signals with greatest powers and
another to the remaining q — o ones, then using the
reliability values in question for soft-input decoding
of the error correction code in use. Thus both the val-
ue of the parameter o and the reliability values are
to be chosen. Herein below the way those parame-
ters are chosen affects the performance of the system
is studied and the ways to choose those parameters
in optimal way are revealed. The paper also deals
with the problem of the system sensitivity to both
multi-user interference and background noise power
variations. Although some results on the matter were
obtained as a by-product in [16-17] this problem has
never been studied comprehensively.
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Transmission and reception

Let us consider a single user reception in an
uplink transmission scenario. Apart from the user
under consideration K active users are assumed to
transmit to the base station (following [15] those
will be referred to as “interfering”). Each of the K
active users is assumed to transmit codewords of
an C(N, k, d) code, each symbol of the codeword be-
ing mapped into a weight 1 vector of length q. Thus
each codeword is mapped into a binary matrix M of
the size ¢ x N. Each column of M contains a weight
1 vector. The matrix M is then complemented with
an all-zero matrix Z of the size (¢ - @) x N:

M:m.

The matrix M is then permuted column-wise
(permutations are assumed to be independent,
equiprobable and pseudo-random) and transmitted
via the channel using OFDM.

The reception starts with the reception of N
OFDM symbols corresponding to the codeword and
inverse permutations of the corresponding columns
in frequency domain. The receiver then extracts the
first g rows of the resulting matrix and squares its
elements to obtain the matrix Q.

The a-detector

The a-detector has been proposed in [15]. It is
convenient to consider the performance of the de-
tector in question as a two stage process. Within
the first stage reliability estimates for each symbol
are to be assigned. The a-detector assigns reliabil-
ity value 1, to the o possible values of the symbols
that corresponds to the a subcarriers with greatest
energies ), to the remaining g — o ones. The second
stage boils down to aggregating reliability estimates
of the symbols to compute reliability estimates for
each codeword and choosing a codeword with maxi-
mum reliability. Thus the a-detector is essentially a
soft-input order statistics-based decoder/demodula-
tor. To introduce the detector in question in a more
formal way let us derive Q' — the matrix obtained
by sorting the matrix Q column-wise in descending
order. Each element of the matrix of the reliability
estimates D, 3 5,) is given by

ho Q(t 2)<Q (¢, a)

Do 00t 2) =

(o) Mo Qt2)2Q (¢, a)
where ¢ is the column number; z is the row number;
Q'(¢, o) is the a greatest element of the #th
column, and A; > A, > 0, where A, is the reliability

assigned to the a possible values of the #-th symbol
corresponding to o greatest elements of the column
and ) is the reliability of the remaining g — a values.

The decoder then computes the reliability esti-
mate for the g-th codeword

SO ISNEATIE O Rt

for each codeword and chooses

g =arg max S @)
gell,...M]

where g” is the set of numbers of codewords that
correspond to maximal reliability value. If | g*| = 1,
i.e. there is only one such codeword, the detector
declares this codeword to be the decoded codeword.
Otherwise decoding failure is declared.

An equivalent (a, p)-channel
and its capacity

The reception process described above corre-
sponds to the vector channel depicted in Fig. 1. In
the following section an equivalent (a, p)-channel
introduced in [16] will be considered. In our consid-
eration of the channel in question we follow notation
introduced in [17].

Let us define

T .
Bz ={b=(bl, s bq) 1V ie{l:q}b; €10, 1},
wy (b) = «f,
where BY is the set of all binary column vectors of
length ¢ with Hamming weight x and the sets
Sl(z, oc)={s:seBg, sx\z:z};

So(z, oc):{s:seIB%g, sx\z;tz}.

The channel is defined in the following way

1

Va>2 g>a; xeBl,yeB® —<p<1;

q g ¥eBg S<p

> plylx)=p
yeSl(X,(x)

A erB%(ll, Y. eSl(x, ), ¥ eSl(x, ),
p(yy 1X)=py;
A erBtll, Ya eSO(x, a), y; eSO(X, a),

azb:p(y,|x)=

n=l:p(y,|x)=p(y;1x)=py. 3)

62 7 VHOOPMALIMOHHO-YMPABJSIOLLME CUCTEMbI

/ N21,2023



\ MHPOPMALIMOHHbBIE KAHAJIbl U CPEQDI AN

Mapping v to X

/

Concatenating

matrix Z to obtain M

L e

Pe

Inverse mapping

Soft input decoding

Computing reliability
matrix D

A
Q

Squaring elements
(measuring power)

A

corresponding to X

A

|
|
|
|
|
|
|
|
|
|
|
|
i X and an all-zero
|
|
|
|
|
|
|
|
|
|
|

Pseudorandom |~ > Inverse
permutation Synchronization permutation
A
\
OFDM Wireless _ OFDM
Transmitter channel Receiver

|
|
|
|
|
|
|
|
|
|
|
|
Extracting submatrix I
|
|
|
|
|
|
|
|
|
|
|

B Fig. 1. The communication system and the vector channel under consideration

Equation (3) can be interpreted in the following
way: the detector forms a list of o subcarriers with
greatest output energy. The probability p is then in-
terpreted as the probability of the fact that the sub-
carrier that corresponds to the symbol sent will be in
the list. An example of the equivalent (a, p)-channel
diagram and transition matrix (for the case ¢ =5
and a = 2) is given in Fig. 2. In order to keep the size
of the output alphabet moderate we have chosen rel-
atively small values of ¢ and o respectively. As can be
seen from Fig. 2 since a = 2 any vector of weight 2
can appear at the output of the channel since each

time the detector chooses a-subchannels with maxi-
mum energy and assigns reliability A, to the respec-
tive symbol values (these symbols are labelled with 1.
Later it will be shown that the output vectors can be
represented as binary ones and this representation
doesn’t affect the performance of the decoder).
Analytical expression for the channel capacity of
the (a, p)-channel was obtained in [16] and is given by

Clop) = logy(q) - plogg(a) — (1 - p)x

x logy(q - o)~ H(p), @)
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B Fig. 2. The equivalent (o, p)-channel diagram and transition matrix (for ¢ = 5 and o = 2)

where H(p) is the binary entropy given by
H(p)=-plogy(p)-(1-p)logy(1-p).

To describe the performance of the equivalent
channel we will use the normalized version of the
equation (4)

C(oc,p) _
logy(q)
_ plogg(a) + (1 - p)logy(g —a) + H(p) 6
logy(q)

Cr?orm (o, p) =

=1

Communication system performance
evaluation: simulation-based channel
capacity-aided approach

In what follows we will use the normalized chan-
nel capacity given by (5) in order to reveal some of
the properties of the communication system em-

ploying a-detector. The probability p depends on
the background noise, multi-user interference and
various parameters such as a, ¢ and @. In what fol-
lows simulation will be used in order to obtain p
an estimate of the probability p that will be used
to compute Cj,.., (o, p). It is thus essential to de-
scribe the simulation setup in use.

Let us assume that the cardinality of the set
of all subcarriers available to the users is set to
@ = 4096. The background noise is modelled as ad-
ditive white Gaussian noise (AWGN) described by
signal-to-noise ratio (SNR)

E
SNR = 1010g10 [m},

where E_ is the energy of the signal transmitted by
the user under consideration; Ky, is the noise energy
(in the entire band). The multi-user interference is
modeled in the following way: we assume that each
of the K interfering users transmit signals similar
to that of the user under consideration. The phase
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of each signal is modeled as a random variable
with circular uniform distribution. The power of
all signals transmitted by each user is the same P,
while the power at the receiver end for each (say
i-th) interfering user P, ; is derived in the following
way: the power ratio has log-normal distribution
[18], i.e. [19]

L(d;)= 101og(§] -

rl

= I_’(dl)+XG = LfS (d0)+10Y0 1Og[%J+XG,
0

where d; is the distance between the i-th interfering
user; X_is a Gaussian random variable with mean 0
and variance c; L, is the free-space path loss given
by Friis law [20]; d, is the reference distance and
Yo is the path-loss exponent, whereas the respective
power ratio for the user under consideration also
has log-normal distribution and is given by:

L(d*)=1010g{llji]:

r

= L(d")+ Xy = Ly (do) +10y, log 4 lix,,
dO

where d* is the distance between the user under
consideration and thereceiver; P, isthe power ofthe
signal transmitted by the user under consideration
at the receiver end and d ) is reference distance. The
signal-to-interference ratio thus depends on the
values

*

_1 d
K; =108419 ?,

wherei € {1, ..., K}.

In what follows we assume, that the values p, are
random variables equiprobably distributed on a one
dimensional gird. In particular we consider 2 sce-
narios. Within the scope of the Scenario 1 the values
of u; are assumed to be equiprobably distributed on
[0:0.01:2]. This scenario thus boils down to the as-
sumption that d; < d" and therefore L(d;)<L(d ).
Within the scope of the Scenario 2 the values of
, are assumed to be equiprobably distributed on
[-2:0.01:2].

Let us first consider the problem of finding the
optimal value of the parameter a. Fig. 3, a and b de-
picts the dependency of normalized capacity on the
value of a for ¢ = 256, different values of K, SNR
and Scenario 1 and Scenario 2 respectively.

First and foremost it is worth pointing out that
for all scenarios and parameters under considera-
tion there is a value of o that corresponds to the

maximum value of Cp, . (a, p). In what follows
this value will be referred to as optimal. The opti-
mal value lies within the range (q/16, q¢/2). The max-
imum value of Cy,,,,(c, p) is less than 0.5, i.e. only
relatively low rate codes can be used. For small o
(0 < g/16) the Cy.,.. (a, p) is close to zero. Thus con-
ventional frequency-shift keying (FSK) demodula-
tion (i.e. the case that corresponds to a. = 1) is not
suitable. For large o normalized capacity doesn’t
depend on the number of interfering users or SNR.
The optimal value of the parameter o for smaller
number of interfering users is less than that for the
greater number of interfering users. The maximum
value of C,,,,(a, p) decreases as K increases (for
the parameters under consideration 200 more inter-
fering users results in approximately 15% decrease
in maximum normalized capacity that can be ob-
tained) but remains the same when SNR varies in a
broad interval (10 dB in our case). For comparison
we present dependences of normalized capacity on
the value of o for g = 16, different values of K, SNR
and Scenario 1 and Scenario 2 (Fig. 4, a and b re-
spectively).

The observations we made for ¢ = 256 are valid
for ¢ = 16. Again one can notice that normalized
capacity depends on the number of interfering us-
ers but not on the SNR value. Although it is true
in a very broad range of SNR values it is interest-
ing to find out the region where this doesn’t hold.
To do so we present results for fixed K (K = 500)
and q (g = 256) and plot values of the normalized
capacity for different SNR values (Fig. 5, a and b
respectively).

Let us note that the curves for SNR from -30 to
—-34 dB almost coincide for both scenarios. However
for SNR < -34 normalized capacity decreases slow-
ly as SNR decrease. For comparison results for
q = 16 are presented in Fig. 6, a and b respectively.

For small g the trend is similar although nor-
malized capacity decreases slowly as SNR decreas-
es for SNR < -32. Nevertheless one can argue that
normalized capacity of the equivalent channel (for
fixed values of a. and K) is almost the same for a very
broad range of SNR values.

Let us now summarize our findings made in this
section:

— the capacity of the equivalent channel remains
the same for a very wide range of SNR values. Thus
even if the power of the signal at the receiver side
exhibits drastic variation (e.g. due to small scale
fading or the transmitter mobility) the performance
of the detector will not degrade unless SNR is not
close to the threshold value;

— the capacity of the equivalent channel depends
on the power of the multi-user interference and
thus on the number of interfering users. However
the capacity degrades slowly as the number of inter-
fering users increases. Thus even if the number of
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interfering users change the performance will not
change in any meaningful way;

— for any K there exists value of the o parameter
that results in channel with highest capacity. For
different K this value is different however the opti-
mal value changes slowly as K increases (decreases).
Thus onse a certain value of a is fixed the perfor-
mance of the detector will be very close to optimal
even if the number of interfering users will vary.

Communication system performance
evaluation: simulation-based
performance-aided approach

In our consideration of the equivalent (o, p)-chan-
nel reliability values were not used since channel
capacity doesn’t depend on labelling. However since
reliabilities of the codewords depend on the reliabili-
ties values it is essential to find out how the choice of
A, and A, affects the detector performance. In what
follows we shall use the same simulation scenar-
io we described above. The error correction codes
in use are maximum distance separable codes ob-
tained by appropriate puncturing Reed — Solomon
code C4(15, 2, 14) to the desired rate. Since detec-
tion given by the rule (2) can result in both decoding
failure and erroneous decoding in what follows we

MHOOPMALIMOHHbLIE KAHAJIbl U CPEADI

7

shall consider joint probability that either decoding
failure or error will take place — Joint Failure and
Error Rate (JFER). For different values of the num-
ber of interfering users we use the same value of «,
the one that maximizes the capacity for the maxi-
mum number of interfering users under considera-
tion, i.e. K = 500 and SNR = -25 dB. JFER vs. the
number of interfering users is plotted for various
values of A, and A; and Scenario 1. As can be seen
from Fig. 7, a, the performance of the communica-
tion system that uses o-detector remains the same
for different values of Ajand 1, for any rate R under
consideration.

For comparison we present curves for Block
Failure Rate (BLFR) vs. the number of interfering
users for the same values A, and A, and code rate R
(Fig. 7, b). BLFR is the same for different values of
Ao and A, for any rate R under consideration. Thus
performance doesn’t depend on the values of 1, and
A, (as long as 0 <2, < &) and therefore 1, = 0 and
A = 1 can be used. Although the matrix D, 3 3
need not be stored since codeword rehablhty va
ues (1) can be computed on the fly the values of the
codeword reliability values in question (both inter-
mediate and final values) should be stored. Thus the
choice 1, = 0 and A; = 1 minimizes the hardware
complexity since there is no need to store any val-
ues for A, and A; and the value for each codeword

) 10
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B Fig. 7. JFER (a) and BLFR (b) vs. the number of interfering users K for various values of 1, and A,, code rates R and

Scenario 1
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requires |—log2(N )| bits for storage only. The choice
Lo = 0 and A; = 1 minimizes the hardware complex-
ity of the (final) decision making step given by the
decoding rule (2) as well since it depends on the bit
width of the input. It’s worth noting that the curves
for JFER and BLFR given in Fig. 7, a and b respec-
tively are very similar. That confirms that the prob-
ability of decoding failure is much higher than that
of erroneous decoding for the a-detector. Moreover
the fact that both JFER and BLFR curves exhib-
it minor change as K varies confirms our previous
conclusion that the performance of the detector
doesn’t change significantly as the number of inter-
fering users vary.

Conclusion

Hereinabove a communication system that uses
frequency shift keying in a dynamically allocated
hopset with a-detector is considered. This paper ad-
dress the sensitivity of the communication system
under consideration to both noise and interference
power variation and detector parameters choice.
Even though results obtained in [16] suggested
that the communication system that makes use of
the a-detector is resilient to background noise in-

tensity variations this problem has never before
been studied comprehensively. Hereinabove we
have demonstrated that the communication system
under consideration exhibits such feature in a vast
range of SNR values for various values parameters
and scenarios. Moreover the fact that the capacity of
the equivalent channel exhibits threshold behaviour
i.e. for any specific set of parameters and scenario
there is a critical value of SNR such that for any
SNR value less than the critical value the capacity
of the equivalent channel starts to degrade as SNR
reduces has been revealed for the first time. The an-
alytical bound obtained in [17] demonstrated that
the performance of the detector is not affected by
the choice of A, and ;. This paper shows that it is
true for the communication system under consider-
ation for all rates, different system parameters and
scenarios. Thus the values of A, and 2, can be cho-
sen in the way that minimizes the hardware com-
plexity. It has been demonstrated that the value of
o that yields maximum capacity of the equivalent
channel varies slowly with SNR. Thus parameters
choice optimized for certain conditions yields per-
formance close to optimal even if the parameters
of the communication system change. To the best
of the author’s knowledge none of the results dis-
cussed above has been obtained before.
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O6Hapy:keHHe CHTHAJIA HA (pOoHe IToMeX HA OCHOBE IOPANKOBBIX CTATHCTHK: aHAJINU3 YyBCTBHTEJIHHOCTH
H BBIOOP IIapaMeTpoOB AeTeKTOpa

I. C. Ocumos®5, kaH. TeXH. HAYK, CTAPIINI HAYIHBIH COTPYAHUEK, orcid.org/0000-0003-0400-7181, d_osipov@iitp.ru
alucruTyT npobdiem mepenaun uaHpopmaruu M. A. A. Xapkesuua PAH, B. Kaperusrii nep., 19, crp. 1, Mocksa, 127051, P®
SHanmoHATBHBIH HCCIe0BATENbCKIH YHUBEPCUTET «BhICIas IIKoIa SKOHOMUKN», Macaunkas yi., 20, Mocksa, 101000, P®

Beegenune: paspaboTka MeTOL0B (PU3MYECKOTO YPOBHS I CHCTEM MEKMAIIMHHOU CBI3U SABJISAETCS HETPUBHAJILHOH 3amadeil. B uact-
HOCTH TpofieMaTndHa paspaGoTKa METO0B OLIEHUBAHUS XapAKTEPUCTUK KAHAIA C HU3KON CIO0/KHOCTHIO U METOIOB KOHTPOJIS MOIIHOCTH C
He00X0AUMOU TOYHOCTHI0. OIMH U3 BO3MOKHBIX CII0COO0B PeILeHuUs 9TOH MPO6IeMbl — UCIIOIb30BAHKUE METOJIOB IIPUeMa, OCHOBAHHBIX HA TI0-
PASKOBBIX CTATUCTUKAX U HE TPEOYIOIINUX KAKUX-IN00 TeXHUK OLIEHUBAHUS WU KOHTPOJIA MolHoCTH. Ilens: uccnenoBaTs 4y BCTBUTENILHOCTD
CHCTEMBI CBf3H, HUCIIOIb3YIOILYI0 YACTOTHO-IIO3UIIMOHHOE KOAUPOBAHNE B IMHAMHYECKH BBIAEIIEMOM JUATIA30HE, W MPUEMHHUK Ha OCHOBE
MOPAIKOBBIX CTATHCTHE, ITPEJJIOMKEHHBIA aBTOPOM, K M3MEHEHHUAM MOIIHOCTH (DOHOBOTO IlyMa, MHOTOIIOAb30BATEIbCKAX [TOMEX U K BHIOODY
apaMeTpoB NPUEMHHUKOB. Pe3yIbTaThl: aHAIU3 BHIYUCIEHHOU C HMCIOJIb30BAHUEM MOJEIMPOBAHUS 3HAYEHWH IPOILYCKHOU CIIOCOOHOCTH
SKBHBAJIEHTHOTO KaHAJIA MTOATBEPIKAAET, YTO PACCMATPHUBAEMbIN IIPUEMHUK YCTOMYMB K ()IyKTyaIsaM OTHOIIEHUS CUTHAJ/IIYM H, CIef0Ba-
TEeJIbHO, MOYKET HCIIOIb30BATHCS Jaike B TOM CiIydae, eCli SHEPrus CUTHAIA HA IPUEeMHOM KOHIIE II0IBEPKeHa 3HAYUTEIbHBIM U3MEHEHUSIM.
Tlokasano, 4TO BeIMYMHA YKCIA 3HAYEHUH, KOTOPBIM IIPUITUACHIBAETCA HAUOOJbIIee 3HAYEHUE OLIEHKH JTO0CTOBEPHOCTH, ONITUMU3UPOBAHHAS
IUIs HAaOOJIBIIIEr0 YUCIIa AKTUBHBIX II0JIb30BATEIIeH, TapaHTHPYeT 3HAYeHHsI IIPOILYCKHOM CII0COGHOCTH, OIU3KIe K ONTHMATLHOMY, HasKe eCIIn
YHCII0 AKTUBHBIX MI0Jb30BaTes el MeHsaeTca. Takske ¢ IOMOLIbI0 MOJIETUPOBAHMS IIOKA3aHO, YTO BEPOATHOCTHBIE XaPAKTEPUCTUKH HE 3aBUCAT
0T BbIOOpA 3HAYEHWI OIIEHOK JOCTOBEPHOCTH. OTO TOBOPUT O TOM, YTO MOJKHO HCIIOJNb30BATh 3HAYEHWS, MUHUMU3UPYIOIIUE ANAPATHYIO
CIIOKHOCTH JieTeKkTopa. IIpakTHdeckas sSHAYUMOCTH: MOIyYeHHbIE Pe3yabTaThl MOATBEPAUIN TO, YTO JETEKTOP PACCMATPUBAEMOIO THUIIA
JIOIyCKaeT MPAKTHUECKYI0 PeAM3aI|IO ¥ UCIIOIb30BAHKE B IIIMPOKOM JHMAINA30He ClleHapueB. ANIapaTHas CI0KHOCTD MOKET ObITh MUHUMH-
3upoBaHa 6e3 yiepba 11 KauecTBa CBI3H.

KiaroueBsie ciioBa — MeXMAIIMHHASA CBI3b, IICEBAOCIYYANHO IEPEKII0UYaeMble YACTOThI, JUHAMUYECKH BBIJEIAEMbIe TIOIAAANIA30HbI,
HEKOTE€PEeHTHBIH [IPHeM, O-IeTeKTOP, IPOILyCKHAsA CIIOCOOHOCTD.
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