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Introduction: Any radio network (cell) providing service to a geographical region is associated with certain interference
environment described by so-called compatibility matrix which, in turn, defines the required frequency limitations between
separate cells. An engineering approach to fixed channel allocation (frequency planning) could be described as a trial
to find such a frequency plan which would satisfy all the matrix constraints and would have the shortest width (span).
The combinatorial nature of this problem makes it unrealistic to obtain the optimal solution. The only way to solve it is to use
a certain set of heuristic algorithms based on the features of the compatibility matrix. Purpose: Our goal is to obtain statistically
stable conclusions about relative efficiency of euristic algorithms (known and proposed ones) tested on benchmark problems
(various matrices). Methods: The set of algorithms being compared includes both deterministic and stochastic ones.
They all implement sequential trials to assign frequencies to networks, according to a certain ordering of the latter. The
implemented "expert" system generates the required number of compatibility matrices with various characteristics. Each
matrix represents a specific frequency allocation problem which is to be solved using the set of algorithms. Some algorithms
are based on a simple ordering of networks during the process of frequency planning, while others also include ordering
of frequencies themselves. As the tools for achieving an "almost best" frequency plan, i.e. the lower bound of its span,
two adaptive random search algorithms were proposed and tested. Results: Algorithms with dual ordering (of networks
and frequencies) show significant gain in effectiveness. The spans obtained with their help usually are shorter at least by
some percents (sometimes by 10%) than those obtained by algorithms with simple ordering of only networks. The proposed
adaptive random search algorithms provide that the frequency planning system is estimated to be close to "almost optimal".
Practical relevance: Real frequency assignment problems should be solved by a set of heuristic algorithms with subsequent
choice of the best result. The proposed algorithms with dual ordering have undoubted preference for including into the set
used by Spectrum Manager.
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Introduction

The increasing demands on the radio spectrum
due to developing communication needs are outpac-
ing the expansion of the available frequency bands.
The Spectrum Manager (SM), trying to solve the
problem of the efficient use of the frequency re-
source allocated for the service, must take into
account certain constraints providing an interfer-
ence-free environment for each of the applicants for
assignment. In radio networks, for transmitters
located at different sites, the frequency plan to be
sought must answer, first of all, to the set of fre-
quency-distance separation conditions, or so-called
adjacent constraints:

[ip =g > i, M

where the double index designates the allocation of
the channel with frequency f; to the p-th applicant,
fj to the g-th one correspondingly. If, as usual, the
available spectrum represents a frequency grid
with equal step A, m q is integer. The adjacent
constraints (1) depend on the radio propagation,
the required Signal-to Interference ratio at the
most distant point of the service zone and mutual
space distance d,_ between these applicants. If dpq
increases, then m;; decreases and vice versa.

It is worth to separate the frequency planning
to two related to each other problems. In the frame-

work of the first of them SM tries to minimize the
number of applicants which did not succeed to ob-
tain a free-interference assignment with the help of
frequency band with the given length F. The pur-
pose of the second problem is minimization of F it-
self on condition that all applicants obtain such an
assignment.

In cellular networks with regular (usually hex-
agonal) structure optimal frequency assignment,
based on the principle of periodic frequency reuse,
is achieved elementary. However, in practice, even
in cellular communication networks and, natu-
rally, in other civil and military applications the
space regularity is not more than a kind of ideali-
zation [1].

Inthereal spacedistribution of applicants (trans-
mitters) optimal solution is computationally unre-
alistic even for a very moderate size of the set of ap-
plicants, not exceeding some dozens. The near-opti-
mal assignment for a priory known set of applicants
may be achieved with the help of algorithms with
a greedy heuristic [2—4].

Constraint and Availability Matrices

Any process of frequency allocation represents
certain sequence of successive steps of finding
pairs of an applicant and an available frequency.
For the formal description of the problem let define
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the adjacent A and availability B matrices which
are updated after each step of the assignment pro-
cess. At the moment of the first step A(0) has fixed
Rx R dimension where R is the number of applicants
with a priori known frequency-distance separation
conditions. The matrix is symmetrical one with ze-
roes in the main diagonal and with other elements
(integers from 0 to mpq) obtained from (1). By delet-
ing of one row and one column after n-th succeed-
ing assignment the dimension of A(n) is reduced to
(R —n) x (R — n), where R — n is the number of appli-
cants currently deserving assignment.

We suppose that there are M equally separated
(ordered from 1 to M) frequency channels allocated
for the service. At any step of the assignment pro-
cess we may consider the availability binary ma-
trix B(n) with dimension (R —n) x M. The element
b(R,n),i if the frequency f; can not be assigned to
the (R — n) — the applicant and it is equal to zero
in vice versa. Matrix B(n) is being updated follow-
ing (1) as a result of every succeeded assignment
performed.

Finite Allocation Strategies

In the most of theoretical publications devoted
to the frequency planning problem, the considered
network is interpreted as an non oriented graph
with weighted edges [6—7], and the assignment
process itself is interpreted as the regular color-
ing of this graph vertices, which means rigorous
satisfaction of adjacent constraints. In the frame-
work of this model the problems consists in more
or less exact estimation of the chromatic number
of the corresponding graph. As well known, it is an
NP-hard, and so there the is no algorithm of its so-
lution except the exhaustive search even for a non
weighted graph. The more it is true for a weighted
case. The second problem which SM has sometimes
to solve (minimization of the number of applicants
which did not get assignment) now can be interpret-
ed as maximization of the number of graph vertices
which may be «F colored».

All algorithms of the graph vertices coloring are
realized as the sequential combined considerations
of the current list of applicants and of the list of
frequencies allocated for the service. Namely this
act results in assignment of the frequency fl.p for
the p-th applicant, where 1<i<M, f, ., —f,=4,
1 < p < P. The obtained span is, evidently, defined
as F = (i, — DA.

Any heuristic at each step of the corresponding
algorithm manipulates with A(n) and B(n) and may
be defined as a certain operator F[A(n), B(n)]. The
most evident approach is based on consideration of
sums of the elements in the rows of those matrices

SUMA(n),p = 2. @p> SUMB(),p =D bp> @)

which include only the applicants which need as-
signment after n successful steps. The greedy al-
gorithms have recursive nature and operates with
permanently updated values (2). The most popu-
lar group of them uses certain ordering of appli-
cants, and the optional frequencies are considered
according their increasing. As an example, the
algorithm known as «the biggest first» (BF), where
the next applicant to be serviced is that with max-
imal first sum in (2), may be considered. After
each act of assignment matrix A is reduced and
all sums sump,; =Zap for the applicants until
not serviced are recalculated. An alternative to this
algorithm is «the lowest last» (LL) heuristic. It is
based on the inverted ordering of applicants.

There are two modifications of those algorithms
which might be defined as «applicants before fre-
quency» (BFAF) which is based only on the list of
ordered applicants. The second modification in-
cludes reordering of applicants and reordering of
frequencies, i.e. the frequency with lowest value

R-n
of sumpy); = Z by is being «loaded» by appli-
p=1
cants from the list and only after its full saturation
the next frequency with minimum value of
SUMp,.1),; is being considered. This approach is used
in some of the algorithms to be compared and all
ones from this group has the added abbreviation FA.

The most of the known greedy heuristics share
the common property: they are based on consider-
ation of the so called assignment difficulty. Really,
Sump(),p in (2) represents the sum of constraints
related to the p-th applicant, and sumg,, ; charac-
terizes the level of the unavailability of the fre-
quency unavailability. In other words, they realize
heuristic principle «first difficults. However, the
assignment difficulty itself is not more than a com-
mon sense definition.

Adaptive Random Search
of Frequency Plan with Minimum Span

The optimal (or rather close to it) ordering of ap-
plicants leading to minimum span may be construct-
ed with the help of certain adaptive stochastic search
(AS) which does not need a priory definition of the
assignment difficulty. Let the number of frequencies
required for to all applicants in a random sequence

of applicants V, :{v(()l),vgz),...,U(()p),...,v(()R)} is M.

A subsequence VlfM1 of applicants for which the
maximal frequency fM1 was assigned is formed.
For all its elements random uniformly distributed
penalties are assigned and they are put in the head of

the new sequence V; :{U{I),U{Z), ...,v{p),...,v{R)}.

At the initial step all applicants of
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VO={v(()1),v(()2),...,v(()p),...,ng)} has zero «penal-

ties». During the next step the algorithm tries to
satisfy all R applicants with the help of M,=M; — 1
frequencies. If it occurs unsuccessful, penalties
are assignedf to the group of non-serviced
applicants V1M12 and it is shifted to the head

of the new sequence V,= {v:(zl), ng), vees ng)},

ordering by the obtained penalties. The cycle is
repeated till the successful attempt or till the last
(fixed a priory) iteration. The evident advantage
of this algorithm is the fact that it converges
to the exact estimation of the minimal span.

The following modification of this algorithm
may significantly increase the convergence rate.
In addition to reordering of the applicants’ list we
propose also reordering of frequencies after every
assignment of the current estimation of the span.
Minimally loaded frequencies also get random penal-
ties and form the tail of the updated frequencies list.
This algorithm is called below «double tuning» (DT).

Comparison of the Strategies

To compare the effectiveness of above considered
algorithms, we used three kinds of test problems in
our data set. The first is given by networks with on-
ly co-channel constraints (networks represented by
ordinary graphs with binary edges density d,). The
second group was presented by the networks with
co-channel and first adjacent channel constraints
(networks represented by a graph with edges equal
to one or two with edges densities d; and d,). The
third group consisted of the networks with co-chan-
nel, first and second adjacent channel constraints
(with densities d;, dy, d3). Dimensions of the net-
works varied from 20 to 80. Matrices of constraints
A(0) were generated randomly and their number
was chosen to be sufficient for the stable averaging
of the values of the span achieved with the help of
different algorithms.

Results for the average span for two dimensions
of networks (20 and 80) are presented in Tables 1
and 2 respectively. In addition to above mentioned

B Table 1.The value of average span obtained by different algorithms for networks with 20 transmitters

Adjacent constraints density
dl
d, 31 dy
Algorithm 2 dg
0.50 0.125 0.125
0.25 0.50 0.75 815(? 822 351;?) 0.25 0.25 0.25
! ' : 0.125 0.375 0.25
BFAF 4.2 7.0 9.9 10.9 12.6 15.7 15.5 18.6 20.7
BFFA 4.2 6.9 9.8 10.6 12.5 15.4 15.4 18.2 20.6
LLAF 4.1 7.1 9.8 11.0 12.7 15.6 15.6 18.7 20.9
LLFA 4.0 6.8 9.7 10.5 12.5 15.3 15.2 18.0 20.2
TrAF 5.0 7.6 13.4 13.0 14.3 17.7 17.8 19.7 24.1
TrFA 4.8 7.2 13.2 12.2 14.7 15.3 17.1 19.1 22.2
AS 4.0 6.5 9.6 8.7 10.8 13.6 12.8 17.7 19.5
DT 4.0 6.5 9.5 8.5 10.7 13.4 12.5 17.3 19.1
B Table 2.The value of average span obtained by different algorithms for networks with 80 transmitters
Adjacent constraints density
dl
d gl dy
Algorithm 2 dyg
0.50 0.25 0.125
0.25 0.50 0.75 g?g 823 g;g 0.125 0.25 0.375
: : : 0.125 0.25 0.25
BFAF 9.6 17.2 26.8 28.2 32.8 38.8 35.8 47.6 55.2
BFFA 9.5 17.0 26.1 27.7 32.0 38.4 35.2 47.3 54.1
LLAF 9.4 17.6 26.6 27.6 32.2 38.4 35.6 474 55.3
LLFA 9.3 17.2 25.8 27.2 31.9 38.2 35.0 47.0 55.1
TrAF 11.2 19.2 30.0 30.1 36.2 42.4 39.0 53.0 58.3
TrFA 11.4 19.1 29.8 29.8 35.9 42.0 38.9 52.9 58.0
AS 9.1 14.2 23.8 27.0 30.2 36.8 34.0 44.2 52.1
DT 9.0 13.9 23.6 26.7 30.1 36.3 33.7 43.8 51.7
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algorithms the trivial one designated as Tr1 with-
out applicants and frequencies ordering and Tr2
with frequencies ordering were included in testing.

Conclusions

From consideration of the Tables content the fol-
lowing conclusions may be done.

1. The effectiveness of any greedy heuristic is
better than of an algorithm without applicants or-
dering at least by 15 %.

2. The difference of algorithms effectiveness in-
creases with the network dimension.

3. Maximal difference ineffectiveness for net-
works with only co-channel constraints is observed
for the case of density 0.5.

4. Effectiveness of algorithms from the group FA
is always higher than of algorithms from the group
AF, so ordering of frequencies occurs to be positive.

5. The proposed algorithm of adaptive search
asymptotically reduces to the exact value of mini-
mal span. Its gain in comparison to the considered
greedy algorithms varies from 5 to 15 %. Ordering
of frequencies leads to the shortage of the required
number of iterations, so the «double tuning» heuris-
tic is more effective than «simple adaptive search».
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(019 9BPHCTHUKAX, UCIIOJB3yEMbIX IIPN HASHAYEHUH YACTOT B PaTNOCETAX

B. 3. JIanzapec?, PhD, npodeccop, lyandres@ee.bgu.ac.il

aHereBckuii yHuBepcurer uM. Ben-I'ypuona, Beep IllaBa, spauns

BBenenue: 1106as pagmuoceThb, 00CIy)KUBaIOIasa HeKUi reorpaduuecKuii pailoH, acCOIIUUPYeTCs ¢ OIpeaeeHHOM ITIOMeX0BOoii obcTa-
HOBKOI1, KOTOPAas OIMCHIBAETCA TAK HA3bIBAEMOIl MaTPUIEil COBMECTUMOCTH, KOTOPAA B CBOIO OUePEb OIIpesiesisieT TpeGyeMble YaCTOTHBIE
OTPaHUUYEHUA MEKAY OTAEJbHLIMU PaANOCeTAMU. VI HKeHePHBIH IOAX0 ] K PEIIeHNI0 IPo0IeMbl Ha3HAUEHUA YACTOT MOYKET OBITh MHTEP-
IPeTUPOBAH KaK MOIBITKA HAWTU TAKOU YACTOTHBIH IIJIaH, KOTOPBIHA ObI YAOBJIETBOPSAJ BCEM OIDAHUUEHUSIM MATPUIIHI COBMECTUMOCTU
u uMeJ 0bl MUHUMAJIBHYIO IPOTAKEeHHOCTb. KoMOMHATOPHAA IpUPOA 3TOH 3aZjaum AejiaeT MOJydYeHNe ONTUMAJIbBHOTO PeIleHusa Hepe-
aIbHBIM, U e[UHCTBEHHOH aJIbTePHATHBON OKAa3hIBAETCSA HCIIOJIbL30BAHUE HEKOEero Habopa HBPUCTUUECKUX AJITOPUTMOB, OCHOBAHHBIX HA
CcBOIicTBax yKasaHHOU MaTpuiibl. I{eab: cTaTuCTUYeCKU YCTOMYUBEIE BBIBOBI O CDABHUTEIbHOM 9 (HEeKTUBHOCTU 9BPUCTUYECKUX aJITOPUT-
MOB (M3BECTHBIX U IIPeJAJIaraeMbIX), KOTOPbIe TECTUPYIOTCA IIYyTeM PACCMOTPEHUA Pa3JNYHBIX MaTpull. MeToabl: IpyIna CpaBHUBAEMbIX
aJITOPUTMOB BKJIIOUAET B ce6s KaK JeTepMUHUPOBAHHBIE, TAK U CTOXacTUUecKue. V Te u fpyTue pealusyioT NOocaef0BaTeIbHbIe TOIBITKHI
Ha3HAUYUTH YACTOTHI CETSAM B COOTBETCTBUHU C OIIPELEJIEHHON YIOPALOUEHHOCTHIO [TOCTIeJHUX. PeaTn3oBanHas «dKCIEPTHASA» CUCTEMA T'e-
HepupyeT TpebyeMoe KOJMYECTBO MATPUI, coBMecTuMocTu. Kakaasa marpuna npeacraBisgeT coboil KOHKPETHYIO IPO6JIeMy YaCTOTHOTO
IJIAaHUPOBAHUSA, KOTOpasA NOJKHA OBITH PellleHa ¢ IIOMOIIBLI0 BCeX aJIrOPUTMOB Ipynnbl. HeKoTophle aIropuTMbI UCIOJIL3YIOT IPOCTOE
YIOPAZOYNBAHNE CeTeil B IPoIlecce PeIleHns, B TO BpeMsA KaK APyrue BKIUYAIOT B ce0s TaKiKe OnpeeieHHOe YIOPALOUNBAHIE YaCTOT.
TlosyueHne HUKHEN TPAHUIIBI IPOTAKEHHOCTH YaCTOTHOTO IIJIaHA, TO €CTh «IIOYTH HABEePHAKAa» JIYYIIIero BOSMOKHOIO YaCTOTHOrO ILJIaHa,
Peasn30BaIOCh C IIOMOIIBIO JBYX NMPEAJIOKeHHBIX MOAU(DUKAINY afalTUBHOIO CIYyUaiiHOTO IoucKa. Pe3yapTaTsl: aIropuTMbL ¢ JBOMHBIM
yIopsigounBaHUeM (CeTell U YacTOT) AeMOHCTPHUPYIOT CYI[eCTBEHHBIHM BLHIUTPHIII B a(hdeKTuBHOCTH. HacTOTHBIEe IIaHbI, IOJYIeHHbIe C UX
IIOMOII[bIO, OKAa3bIBAIOTCS HA HECKOJIBbKO IIPOIEHTOB Kopoue (nHoTAa BRIUrphIil gocturaet 10 % ), ueM mIaHbl, MOJYUYEHHBIE C IOMOIIBIO aJIr0-
PUTMOB C YIOPAZOUYNBAHIEM TOJIbKO ceTell. IIpesioskeHHbIe aJITOPUTMEL 8JalITHBHOTO CIYYANHOTO IIOMCKA 00eCIIeUnBAIOT CUCTEME YaCTOT-
HOTO IJIAHMPOBAHUS OLIEHKY ee OJIM30CTH K «IIOUTH ONTUMAIbHON » . IIpakTHueckas 3HAUNMOCTb: peasbHbIe 3a[a4l YaCTOTHOTO IIJIAHIPOBA-
HUSA 1A PAJUOCETeH JOYKHBI PENIAThCA C IOMOIIBIO I'PYIIIEI 9BPUCTUYECKUX AJITOPUTMOB C IIOCJIEIYVIOIINM BEIOOPOM JIYUIIIETO Pe3yIbTaTa.
IIpensokeHHbIE AJITOPUTMEI C ZBOMHBIM YIOPALOYNBAHIEM, HECOMHEHHO, 3(hdeKTHBHee U JOJIKHBI HCI0Ib30BaThCA IPEIKIe JPYTUX.

KuaroueBsie c10Ba — 4acTOTHOE IJIAHUPOBAHIE B PAJUOCETAX, OTPAHUUEHU 110 COCEAHNM KaHaIaM, T0CIeL0BaTeIbHbIE AJITOPUTMBL
ONTUMU3AIUY, aJalITUBHBIN CIYYANHBIN ITONCK.
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